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1. INTRODUCTION 
When making privacy-based decisions, such as whether to share 

data or how to protect it, it has traditionally been assumed that 

decision making reflects fixed personal preferences. However, 

people do not always have well-defined preferences [1]–[4]. 

Instead, preferences are often constructed as they are elicited [2], 

which may explain inconsistencies observed in the literature.  

One such method of influencing decision making involves 

wording of the question. For example, when asked to choose 

between two options, participants tend to select the option with 

the strongest positive features; however, when asked to reject one 

of two options, participants tend to select (reject) the option with 

the strongest negative features. The option people reject and 

choose could well be the same [2].  

We propose these types of context-driven biases affecting simple 

choices (framing and priming) may also be at play in complex 

decision making, such as in the context of making privacy-related 

decisions. We examine whether participants’ choices regarding 

anonymization of health data are influenced by a framing 

manipulation, a priming manipulation, and providing additional 

scenario-related contextual information.  

2. STUDY 1: FRAMING 
We recruited participants (N=403) from Crowdflower. 

Participants read a scenario about a hospital looking to anonymize 

health data for the purpose of sharing data secondarily for 

research. Participants were asked to decide which of two 

anonymization software options they would prefer to use as the 

hospital representative. Software options were presented either in 

enriched format (benefits and drawbacks of the software were 

described in extreme terms, such as “very 

expensive/inexpensive”) or in neutral format (“can be 

costly/reasonably priced”), in counterbalanced fashion. We 

presented two software options, one which was objectively more 

secure than the other.  

Half of participants were asked which software they would choose 

to use (choice condition), and half of participants were asked 

which software they would prefer not to use (reject condition). 

Participants were also asked to justify their responses.  

Of the main sample of 403 participants, n=24 were excluded 

because they either did not complete the survey, were inconsistent 

in justifying the option they selected, or misunderstood whether a 

“low probability of the patient being identified” was good or bad. 

N=379 remained, and are included in analyses. 

When software selection decision was framed as a choice, there 

was a significant effect of enrichment on software preference, χ2 

(1, 189) = 12.14, p < .01, such that the more secure software was 

preferred more often when it was framed neutrally. However, 

there was no evidence of an effect of enrichment on software 

preference in the Reject condition, χ2 (1, 190) < 1, p > .50. Thus, 

we do observe effects of choice framing, but these effects are 

inconsistent with those in the literature [2]. 

Findings of this study suggest that by asking participants to 

choose, thereby focusing their attention on software benefits, we 

may be able to encourage more secure software selections. 

Particularly, by adding weight to negative features through 

enriched wording, we may encourage participants to focus less on 

privacy benefits, and more on potential consequences that could 

impact the overall goal described in the scenario, such as poor 

data quality for cancer research. 

Participants in this study were likely to mention privacy concerns 

more than half of the time (63%); it was unknown as to whether 

this was due to the description of the task (i.e., acting as a 

decision maker to protect patient data), or whether this reflected a 

baseline of individuals who are inherently concerned with 

privacy. In Study 2, we explicitly include a description of privacy 

concerns for half of the participants to examine this hypothesis 

more thoroughly. 

3. STUDY 2: PRIMING 
We recruited participants (N=419) from Crowdflower. Again, we 

asked participants to make a software decision on behalf of a 

hospital looking to share data. We varied whether we included a 

description of privacy concerns in the problem scenario. That is, 

half of participants saw a scenario with a specific description of 

protecting patients within the data, whereas half of participants 

read the scenario without such a description.  

Overall, n=21 participants who were confused about the meaning 

of identification were removed from analysis. N= 388 remained, 

and are included in analyses. 

We did not observe any significant effects of priming, χ2 (1, 381) 

< 1, p > .80. Results of Study 2 suggest that priming patient 

protection may not motivate more privacy-focused decision 

making—perhaps because protection concerns were already quite 

salient. Alternatively, it is possible that participants considered 

not just which software was more secure, but whether the software 

offered any protections, legal or otherwise, in the event of a 

breach or attack on data. We examine this hypothesis in Study 3, 



along with whether adding valenced contextual information could 

influence software choice. 

4. STUDY 3: CONTEXT  
We recruited participants (N=428) from Crowdflower. We asked 

participants to make software decisions on behalf of a hospital 

looking to share data. Unique to Study 3, we offered the chance to 

defer the choice. Participants were presented with one of three 

scenarios and one of two different anonymization software 

presentations: The scenario included a section providing context 

about the benefits of sharing data (positive condition), a section 

providing context about the risks of data breach (negative 

condition), or no additions (control condition). 

Overall, N = 43 participants were removed for not completing the 

task, completing selection with an inconsistent response, or 

completing the survey multiple times. N = 385 remained, and are 

included in analyses. 

There was no significant association between the three different 

valence conditions (positive, negative, neutral) on software 

choice, χ2(4, 385) = 7.30, p >.10. However, in a similar study on 

the effects of risk framing, Botzen et al [7] found that merely 

providing additional information, regardless of valence, increased 

participants’ willingness to purchase flood insurance. Analyses 

support this assertion:  the addition of positively or negatively 

valenced contextual information encouraged choosing the more 

secure software option more often relative to the control, χ2(2, 

385) = 5.96, p = .05. We hypothesize that the provision of 

additional contextual information included in the problem 

description may have driven this effect, similar to [7]. However, 

given the nature of this analysis, more research is necessary to 

support these findings. 

5. DISCUSSION 
Together, these studies suggest that even in a hypothetical 

scenario, privacy-based decision making is highly complex, and 

may not be subject to the same systematic heuristics and biases of 

more simple choices (see [2]). Our results illustrate that 

participants were not influenced as expected by enrichment 

framing effects or priming effects. We do see that overall,  the 

more secure option was chosen more frequently, but this choice 

hovered between 60% and 90%, indicating a tension between 

privacy concerns and other important features, such as data 

quality. These findings demonstrate that deciding between 

security and data quality is not trivial, particularly when the goal 

of sharing data is for cancer research, which is data-quality-

dependent (as many of our participants noted). However, 

providing added contextual information about a privacy-related 

scenario can increase individuals’ selection of more a more secure 

option, assisting in this difficult decision process. 
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