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ABSTRACT

Security mechanisms may require users to deal with the
tradeoff between risky and efficient or safer yet less efficient
use of a production system. We present an experimental sys-
tem (microworld), based on the Tetris game, that can serve
as a research tool for studying behavior regarding the usabil-
ity and security tradeoff. This paper describes the system’s
main components and the variables the experimenter can
manipulate. Also detailed here are the data collection pro-
cess and the analysis methods. The collected data from the
microworld allow researchers to explore and model usability
and security tradeoffs in the context of user interaction with
security systems and psychological acceptability.
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Information security is intended to decrease the likelihood
that security related threats will realize and the severity of
the consequences if they do. There are many security mech-
anisms, algorithms and dedicated tools, ranging from fire-
walls, anti-virus and spam filtering to data encryption tools,
network monitoring and access control systems. However,
these means are only effective when they are configured and
used correctly [10]. Eventually, there are cases in which se-
curity tasks cannot be completely automated and inevitably
the involvement of a human user is required [2]. A general-
ization of such a scenario is a situation in which a security
related communication (e.g. an alert or warning message)
is sent to the user. The user then faces two different tasks -
progressing towards the primary goal, i.e. executing a pro-
duction task, while dealing with the security issue, which
may interrupt the workflow [8].

The conflict is often the decision between accepting and
ignoring the alert from a security system, for example, not
accessing a web page with a questionable certificate or start-
ing a virus scan that will dramatically slow the computer.
Thus, if the alert is followed, the user may not be able to do
everything he or she intended to do, or may have to do it
less efficiently. Alternatively, ignoring the alert can possibly
cause severe damage. At such a point the user is confronted
with the security and usability tradeoff [9].

A major obstacle to the studying and modeling of the
security and usability tradeoff is the unavailability of real
up-to-date data on security systems settings and users’ in-
teraction with them (e.g. responses to alerts and security
indicators). If made freely available, such logs from work
and personal environments, security policies and other “be-
havioral references” can perhaps be exploited by attackers
to identify vulnerabilities [5].

To overcome this problem we created a novel experimen-
tal system which provides a controlled research environment
for studying users’ actions regarding the usability and se-
curity tradeoff during a prolonged interaction. This mi-
croworld is a flexible experimental platform, designed and



built for running experiments in various settings. It is a
research tool for studying user interaction, and it provides
data for both statistical analysis and modeling. Such con-
trolled research environments (i.e. microworlds) can be par-
ticularly valuable when studying real time interaction and
decision-making processes in dynamically changing environ-
ments. Microworlds can be suitable for laboratory exper-
iments even in circumstance in which traditional research
methods cannot be used [4].

2. THE EXPERIMENTAL SYSTEM

This experimental system was developed to study the fac-
tors which influence the interaction with security systems
and lead to different security related behaviors. The need
to deal with security-related tasks occurs while the user is
engaged in an ongoing production task, and it can be trig-
gered by security related communication. The experimental
system employs a special version of the Tetris game. In this
version the player can be attacked by a “virus” that randomly
deletes part of the squares on the screen. Users receive in-
dications about possible attacks from a security system (see
Figures 1 and 2). We selected Tetris because it is a simple
and popular game which requires no previous knowledge in
computers or security and can be played by a wide variety
of users. It imitates normal and prolonged computer usage
with elements of fun. The Tetris game itself was already
used in research on cognitive engineering (e.g. [7]). Per-
formance in the game, e.g. the number of completed rows,
can be easily translated into a monetary value, generating
incentives for trying to minimize losses.

The changes in the game aimed to make the gains of the
player susceptible to security-related events. Hence, unlike
in the original Tetris game, completed rows are not removed
automatically but stay visible and susceptible to threats un-
til the player initiates a protective action which saves the
gains in a safe place. This protective action is clicking the
"Clear Rows’ button (see Figures 1 and 2). Security threats
are viruses that delete Tetris bricks from the display. An at-
tack can turn completed row to incomplete ones and thereby
lessen the player’s gains. Similar to real life situations, per-
forming a protective security action and saving the gains is
associated with usability costs which decrease productivity
in the primary task. When saving the gains, the game is
paused for a given period, interrupting the workflow and
shortening the time available for playing.

2.1 Main Components

The experimental system consists of three main compo-
nents, which each represent a different aspect of the mi-
croworld. The experimenter sets the attributes of the com-
ponents and they operate independently during the experi-
ment.

The first component, and the primary task for the user,
is playing Tetris. As described above, the original game was
slightly modified, allowing the user to collect multiple com-
pleted rows before saving them. To save gains from possible
attacks the user has to click a button labeled 'Clear Rows’.
This action pauses the game for a predetermined period of
time. The duration of the pause is essentially the usability
cost for using the security system with, for example, 5 sec-
onds or 15 seconds pauses representing more usable versus
less usable security systems. The experimenter also con-
trols the gains based of the following function: Gains =
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Figure 1: Screen capture of the experimental system
when an alert appears.
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Figure 2: Screen capture of the experimental system
following an attack.

Rx*cPr + kPj?{R. Where R is the number of saved rows, Pr
is the amount paid for one row and c, k, « are coefficients
that allow linear and non-linear gain functions. Using the
parameters in the gain function, it is possible, for example,
to encourage the player to accumulate rows before clearing
them by increasing the gain exponentially as the number of
cleared rows increase. In this case the gains from clearing 2
completed rows at once can be larger than the sum of gains
from twice clearing a single completed row. The actual val-
ues of the protected and unprotected gains are visible to the
player throughout the game.

The experimenter controls the duration of the game and
its level of difficulty. Increasing the velocity with which
Tetris bricks descend from the top of the screen to the bot-
tom makes the game more difficult and can increase the men-
tal load and concentration required from the player. Such
a manipulation makes it possible to control the workload in
the primary task. Thus, we can evaluate how changes in
workload and stress might affect tolerance to usability costs
of a security action, responses to security related communi-
cation and risk taking.

The second main component of the system is the attack
generator. In this microworld attacks occur at random times
and are unrelated to the player’s actions. During the game,
every predetermined period the attack generator decides
whether or not to initiate an attack. The experimenter
has direct control over the frequency the attack generator
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Figure 3: ROC curves for 3 security systems, differ-
ing in their sensitivity index (d’).

is initiated, the likelihood attacks occur (Patteck) and the
delay between a True Positive (TP) alert and an attack (see
Figure 4). This provides the ability to imitate the non-
immediate correlation between a past security alert and a
currently experienced security breach [9]. Additionally, the
experimenter controls the damage caused when an attack
is realized. The virus attack randomly deletes a given per-
cent of the visible bricks on the screen, leading to the loss
of unprotected gains.

The security system component provides the player with
alerts on possible threats. This component operates based
on signal detection theory (e.g. [6]), where attacks are des-
ignated as signals. The experimenter controls the quality
index (d’) of the security system in terms of correct and in-
correct detections. On the other hand, the player interacts
with the front-end of the security system at the beginning
and during the game. The player adjusts the current secu-
rity level of the system by selecting one out of seven possible
levels, ranging from "Very Low to "Very High’ security. Fig-
ure 3 depicts the characteristics of 3 possible security sys-
tems. Changing the d’ value affects the ability of the system
to distinguish between a signal and noise. Each point on a
specific curve is a setting of the security system which can
be selected by the player and change the rate of True Pos-
itive (TP) and False Positive (FP) alerts. A high security
level will bring about many alerts, most of which will be
false alarms, but there will be almost no missed detections.
A low security level will lower the false-alarm rate, but will
cause the system to miss some threats. At the beginning
of the game, the player has to set the security level and
can change it during the game, without costs, based on per-
sonal preferences and/or past experience with the system.
The experimenter controls the available Pryyepositive and
PrrueNegative values of the security system which the player
can select from. Figure 4 demonstrates the relations between
the attack generator which operates autonomously and the
security system which is adjusted by the player.
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Figure 4: The flow of attacks and alerts generation.

The system provides the player with two types of indi-
cators, alerts on a possible attack and a notification that
an attack has occurred. It is possible to customize visual
attributes (e.g. an icon) and the contents of the security
indicators. During the period of time between an alert and
the consecutive attack, the player has to decide whether to
respond to the alert with a protective action or to dismiss
it. Attributes of the experimental system that may bias this
decisions are the cost of protecting the unsecured gains by
saving the completed rows (i.e. the period for which the
game will pause), the selected security level coupled with
previously experienced reliability of the security system and
the possible damage from an attack based on the amount of
unprotected gains.

2.2 System Architecture

The experimental system is a client-server application.
It uses a database server for data collection and it is ca-
pable of running simultaneously multiple experiments with
large numbers of participants from various locations. The
database also stores the configurations of the microworlds
and their values. When the player starts the experiment,
the client retrieves the values of the parameters controlled
by the experimenter and operates independently from other
clients which play at the same time.

Additionally, the experimental system includes two ques-
tionnaires. The first is administered before interacting with
the system and provides an opportunity to collect general
demographic data, as well as data on computer usage and
knowledge in information security. A second questionnaire
is administered after the user completes the game. Here sub-
jective impressions from the system are collected, e.g. the
perceived effectiveness of the security system or trust in the
security alerts.

3. DATA COLLECTION

The experimental platform collects data in an event-driven
manner. It documents the operations of all independent
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Figure 5: The actions of a player in a microworld with a high attack likelihood.
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Figure 6: The actions of a player in a microworld with a low attack likelihood.



components (i.e. the attack generator and the security sys-
tem), as well as the player’s action and the status of the
game. The main actions the system documents from the
player’s point of view are: (i) setting the initial security
level of the system, (ii) progress in accumulating rows, (iii)
saving gains from completed rows, and (iv) changes in the
security settings during the game.

Figures 5 and 6 present the collected data on players’ ac-
tions and responses to events generated by the microworld
along a timeline. These are taken from an experiment where
the between-subject condition was attack likelihood. One
group of subjects (n=10) played in a microworld where the
likelihood of being attack was high and thus experienced a
high number of attacks. The other group (n=10) played in a
microworld where the likelihood of being attacked was low.
Each subject played with the same settings for 20 minutes
on three consecutive days. The data used to plot the figures
are from the third session where it is possible to assume that
the players have already formed a strategy. As seen in Fig-
ure 5, a player in the high likelihood condition started the
session by setting the security system to the '"Medium High’
level and following 2 miss events he changed the security
level to 'High’. The player in the low likelihood condition
(Figure 6) used the default security level 'Medium’ for the
entire session and on average accumulated a high number
of rows before saving them. His pattern of saving rows was
almost independent from the alerts, while the player in the
high likelihood condition tends to comply with the alerts.

4. DATA ANALYSIS

From the collected data, several measurements were ex-
tracted. Some are ratio-scale measurements which can be
calculated for a player in a session or over sessions, such as
the average time spent in a security level, the number of
changes in the security level and the number of completed
rows saved by the player. The analysis of these measures
is relatively straightforward and is done using Analyses of
Variance (ANOVAS) or linear regressions. It is also possible
to calculate correlations between the player’s responses in
the questionnaires and these measures.

One main point of interest is the player’s response to a se-
curity alert. Players have a “window of opportunity” to save
their unprotected gains following an alert and before experi-
encing an attack. Hence, complying with an alert is a binary
response variable. The probability of responding to an alert
was analyzed using generalized linear models (GLM). The
dependent variable is clearing rows following an alert (1) or
ignoring it (0) and the independent variables can include se-
lected attributes of the microworld (e.g. attack likelihood,
usability costs, sensitivity of the security system) and player
status (e.g. number of completed rows and selected secu-
rity level). The resulting models can be relatively complex.
Therefore, model reduction and selection was done based on
Akaike Information Criterion (AIC) [1].
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Figure 7: The probability of saving completed rows
in the first session as a function of the number of
rows and the duration for which the game pauses.
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Figure 8: The probability of saving completed rows
in the third session as a function of the number of
rows and the duration for which the game pauses.

Two approaches enhance the validity of the analysis. The
first is using generalized linear mixed models (GLMM), where
the mixed random effect represents an individual player.
Therefore, the GLMM analysis takes into account the in-
dividual differences between players. Such differences might
originate from various characteristics of the player, ranging
from risk aversion to the skillfulness in playing Tetris. An-
other interesting approach is to incorporate previous events
into the model, i.e. the individual short history of the player



within the microworld. The time since the last attack or
alert and the damage experienced in the last attack were
found to contribute significantly to the likelihood to per-
form a security action following an alert. They also improve
the goodness of the statistical models based on AIC.
Figues 7 and 8 demonstrate how the compliance with
alerts changes from the first to the third session as a func-
tion of the usability of the security system. This experi-
ment included 40 participants and the usability costs were
a between-subjects condition. In the low-costs condition
(n=20) the game paused for 7 seconds, while in the high-
costs condition (n=20) the game paused for 22 seconds when
rows were cleared. The number of completed rows had a sig-
nificant effect on the probability of clearing rows. However,
in the first session no significant difference was found in the
probability of protecting the gains between the two usabil-
ity conditions. In the third session, after gaining experience
with the game and the security system, a significant differ-
ence emerged between the two groups. High usability costs
of the security action decreased the probability of players
carrying it out, leading to more risk taking behavior.

S. LIMITATIONS AND FUTURE RESEARCH

So far we used the experimental system in three experi-
ments with different experimental designs. The experiments
provided valuable results and insights on how users interact
with security systems and how they cope with the usabil-
ity and security tradeoff. However, while running the ex-
periments and analyzing the collected data, several issues
appeared and some improvements were made in the system
and the experimental protocol. While the relatively simple
security system did not require any prior knowledge in secu-
rity, the performance in the production task was affected by
the participant’s Tetris expertise. Although all participants
were familiarized with the game and had some experience
with it, the different levels of expertise lead to different se-
curity behaviors. Thus, the revised experimental protocol
includes a separate session with no alerts or attacks that is
used to estimate the player’s ability in the production task.

Moreover, the security system did not provide full protec-
tion. As the player could save only completed rows, there
were cases when an alert appeared but the player could not
protect the nearly completed rows. This issue had also im-
pact when trying to model user behavior using economical
models. The virus deletes bricks randomly, and therefore,
when receiving an alert, the player could only estimate the
number of completed rows that will be damaged in the com-
ing attack. We are now developing a new version of the
system to address these issues.

There is evidence, though not from information security
research, that compliance with alerts or warnings decreases
as the costs in terms of effort, discomfort or time increases
(e.g.[3]). These findings are consistent with the results ob-
tained using the microworld. Validating the experimental re-
sults obtained with the microworld in real interactions with
security systems will be one focus of our future research.
Several directions are explored, including the use of ques-
tionnaires and long term user tracking.

6. CONCLUSIONS

The microworld seems to be a promising research tool for
studying usability and security tradeoffs. It provides quanti-

tative and qualitative data on how users interact in a world
that includes a production task and a supporting security
task. Even in relatively short experimental sessions, coping
strategies were formed and different security behaviors were
observed. Both researchers and developers can use the col-
lected data to minimize the tradeoff between usability and
security and to understand how users select to balance it
under various conditions. Valid models of security behav-
iors can be used to develop and test usable security systems
more efficiently.
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