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ABSTRACT

This study develops categories of responses to security in-
cidents, based on a grounded theory analysis of interviews
with security practitioners, with a focus on the tasks per-
formed during security incidents, and the necessary resources
to perform these tasks. The results include a list of types of
incidents, a model for the tasks, the skills employed, and
the strategies used during security incidents. A security
incident can be understood in terms of three stages: de-
tection, analysis, and response. Each stage is comprised
by tasks that are performed using different skills, strate-
gies, and resources. We also recommend that development
of security tools focus on: correlation of multiple sources
of information, including the activities of different projects
in distributed environments; and better trade-off between
portability and visualization.

Categories and Subject Descriptors

K.6.5 [Management of Computing and Information
Systems]: Security and Protection

General Terms

Security Incident

Keywords

Security Tasks, Resources

1. INTRODUCTION

Persistence and cost are the two factors that have moti-
vated several studies about better practices for dealing with
security incidents [10, 9]. Nevertheless, the literature is
sparse investigating IT professionals who have to deal with
security incidents, in terms of which tasks they actually per-
form and which resources they need to handle the complex
scenarios given by real incidents [1]. This lack of research
makes it difficult to evaluate and improve the support that
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IT security professionals need to respond efficiently to secu-
rity incidents.

This study investigates how security practitioners deal
with security incidents. To do so, this study adopted an
empirical focus, using ethnographic techniques [14] — ques-
tionnaires and interviews — to capture security practition-
ers’ perspectives during security incidents.

Results include (1) the tasks performed by security practi-
tioners during security incidents, and (2) the skills and tools
necessary to deal with security incidents. The task model
shows that the process of dealing with security incidents
can be separated in three stages: detection, analysis and
response. To perform these tasks, three skills are used by
practitioners: pattern recognition, generation of hypothesis,
and collaboration. Knowledge about the IT infrastructure,
protocols and attack patterns are also used during security
incidents. Tools used by the participants comprised vari-
ous applications ranging from general IT to specific security
tools to home made scripts.

Results also include that strategies to deal with security
incidents are required resources. Strategies of isolation and
simulation were mentioned as a way to find out the source
of the incident and verify the existence of malicious software
respectively.

The rest of the paper is organized as follows. The next sec-
tion discusses related work. Section 3 describes the method-
ology, including data collection and analysis. Section 4 re-
ports the results. Section 5 analyzes the results. Conclusions
and future work are in Section 6.

2. RELATED WORK

Barrett et al. [12] used ethnographic methods to study
systems administrators. They used several quantitative and
qualitative methods to gather information from IT adminis-
trators in large industrial service delivery centers. With 101
preliminary surveys, 12 interviews (sysadmins, managers,
team leads, and others in various roles), 6 case studies (at
4 industrial service delivery centers), a log diary kept by a
system administrator for 10 months (2002-2003), and ob-
servations of the tasks of 12 system administrators (over
25 days), they give several recommendations about develop-
ing tools to effectively support system administrators’ tasks.
Although Barrett et al.’s findings touch a broad spectrum
of IT administration (e.g., database, web server, operating
system), nothing is mentioned about specific practices, tasks
and needs of administration in the domain of IT security. In
addition, they are more focused on tool development, rather
than providing models of the tasks performed by their par-



ticipants.

Kandogan and Haber [1] aimed at evaluating security ad-
ministration tools in real environments. They spent 40 days
performing an ethnographic study of security administrators
from a University in USA. Based on some real situations
faced by these security administrators, they give recommen-
dations about future developments of IT security tools. Nei-
ther Barrett et al. nor Kandogan and Haber provide models
of the tasks and resources related to the participants. In con-
trast, my paper not only aims at providing recommendations
about improvements on tools and resources used by security
practitioners, but also obtains a deeper understanding of the
task space and complexities during security incidents.

3. METHODOLOGY

The approach used in this study is based on ethnographic
techniques. The use of ethnography [14] makes it possible
to study security practitioners in the context of security in-
cidents within their organizations. The ethnographic data
were analyzed using grounded theory [4].

The ethical approval for contacting participants, the re-
cruiting process, the interviews themselves and their tran-
scriptions, were managed in the context of the HOT Admin
project [3]. This project’s field work provided 24 question-
naires and 14 interviews of IT security professionals with
responsibilities in I'T security. The data were analyzed us-
ing grounded theory [4]. The profile of the participants and
their organizations is described in the next section.

3.1 Data Sources

The 14 interviews from HOT Admin field study comprised
the main source of data for this study: thirteen of them
mentioned IT incidents or IT security incidents (this study
discarded one interview that focused on physical security).
The interviews were accompanied by a questionnaire sub-
mitted by the participants, with general information about
their responsibilities and technical background. All the in-
terviewees came from British Columbia, and most of them
(12) were from academic organizations.

Academic organizations have been the focus of other sim-
ilar studies [1, 11]. The main reason for taking participants
from academic organizations is they are easier to recruit
than from other organizations. Recruitment is a serious is-
sue in IT security studies, as shown in [13].

3.2 Data Analysis

The analysis started with selecting data that pertains to
security incidents. A security incident was considered as:
“any real or suspected adverse event in relation to the secu-
rity of computer systems or computer networks ” [2]. The
aspects of security that were used to materialize this defini-
tion were confidentiality, integrity and availability [7].

About 13 situations related to security incidents were iden-
tified. This information was coded in an iterative process,
starting with open coding and continuing with axial and
theoretical coding [4]. At this stage, two models were gen-
erated. The first one comprised the tasks that the partici-
pants performed during security incidents. The second one
accounted for the tasks in terms of resources (skills, knowl-
edge and tools) necessary to deal with these incidents.

The posterior analysis was based on further elaboration
of the “memos” [4] written during the coding process, which

were initially used to draft any idea, comment or interesting
finding from the data.

4. RESULTS
4.1 List of Security Incidents

The open-ended interview questions did not explicitly ask
about security incidents. Nevertheless, every participant
talked about security incidents. Table 1 lists the types of
incidents mentioned by the participants. This classification
takes into account the source of the incident, rather than its
consequences.

The most common incidents reported were related to mali-
cious software. Within this type of incident, our participants
distinguished between specific types of malicious software
(trojan, malware, worm), the quantity of compromised ma-
chines, the type of asset compromised (user’s PC or internal
Host), and the regularity of the event.

Incidents related to Human Resources were mentioned
in terms of the violation of internal policies. These viola-
tions were related with improper use of the organization’s
resources. These incidents were also characterized by the
sensitivity of the internal communications during their in-
vestigations.

Phishing was a type of incident mentioned by one of the
two participants in the private sector. As this incident had
particular characteristics different from the other incidents,
it was classified in another category.

Suspected security incidents include those incidents that
either were being investigated and there was no clarity about
their causes, or those incidents that could materialize seri-
ous compromises in the future. In the former case, two of
the participants reported situations where the source of the
problem was not clear, and they had to speculate about the
presence of a malicious source. One of them specified: “So
we try to put a proxy in between —a very powerful Linuz
machine— and then it started crashing. So like I said: 1
don’t think it’s malicious, it’s all firewalled away.”

These incidents were interesting because the participants
needed to perform more tasks and use more resources and
skills to discover the source of the problem.

4.2 Tasks

Table 2 shows the main tasks performed by our partici-
pants during the security incidents. These tasks were grouped
in three main stages: detection, analysis and response. These
stages account for the temporal sequence1 since a security
incident is “perceived” by the security practitioner until a
concrete action to stop it is taken. In between, during the
analysis, security practitioners have to perform several tasks
to confirm the incident, assess its scope, and find out the
source of the problem or the attack. Below, the main tasks
from the detection and analysis stages are described. Sec-
ondary tasks are omitted for space reasons.

Monitor systems and networks: The objective of this
kind of task was to detect incidents by either direct inspec-
tion of systems and networks, or by using SW tools that
detect anomalies in the systems’ behavior. This kind of task
was common for all types of incidents.

Receive notifications: This kind of task was also com-
mon for all types of incidents. Some notifications came from

a detailed sequence analysis is omitted here



Table 1: List of security incidents
l Description Incidents ‘

Malicious SW

1. Host infected with a worm

2. A user’s PC with Malicious Soft-
ware

3. Large outbreak of virus

4. A Host with a Trojan

5. Download porn

6. Hack other systems using organi-
zation’s infrastructure

7. Send threats emails from organi-
zation’s servers

8. One case of phishing reported by
a client

9. Peaks of traffic

Human Resources

Phishing

Suspected  inci-
dents

10. Unreachable systems
11. Devices crashing

12. Network slow

13. Port scanning

Table 2: List of tasks performed during a security
incident
| Stage [ Task

Detection

Monitor systems or networks
Receive notifications
Verification

Assess the incident

Track the source of the attack
Collect more data to find the source
of the problem

Interact with other specialists
Generate action plan
Evaluate legal implications
Turn off ports or services
Clean-up systems
Re-initialize services

Patch or reconfigure systems
System’s restoration
Administrative sanctions

Analysis

Response

third parties external to the organizations, as the participant
who dealt with the phishing attack explained “..we had a
person, not even a member of any of our organizations or
customers, who emailed our privacy office.”

Verification: Verification of important information in
the incident follows detection of the incident. The main ob-
jective of this kind of task was to confirm, often with alter-
nate data sources and file types, that the information from
the detection stage (either from notification or monitoring)
was accurate and there was effectively a compromise (i.e.
not a false positive). To do this, participants either checked
directly with the people responsible for the suspected ma-
chine, or used log files from other systems and tools to per-
form their own analysis.

Assess the incident: The primary objective of this kind
of task was to evaluate the incident, in terms of its magni-
tude and possible consequences. Usually, our participants
performed this task while they were performing the verifi-
cation process.

Track the source of the attack: The participants
rapidly recognized some incidents as attacks. In this case,
just after the notification, the participants started tracing
the originator of the malicious activity. For example, in the
case of the phishing, the participant used the information
from the e-mail that notified about the phishing attack to
find where the web page that impersonated the web page of
his organization was hosted.

Collect more data to find the source of the prob-
lem: Some incidents required more data to analyze and
find the source of the problem. This type of situation oc-
curred when the data from monitoring the systems showed
patterns that were (1) not recognized by our participants,
and (2) were insufficient to explain the anomaly. Incidents
that included this task were considered “suspected security
incidents”, because malicious sources could not be ruled out.

Interact with other specialists: Most of the tasks
listed required that our participants interact with other spe-
cialists in some way. Sometimes this interaction was part
of preestablished procedures that required contacting other
specialists to perform tasks. Other times these interactions
were less formal and our participants had to cooperate ad-
hoc with other stakeholders to, for example, complete infor-
mation about the incident, or to come up with specific plans
of action or to investigate.

4.3 Resources

4.3.1 Tools

A recurrent example of tools was the use of Shell/Perl
scripts written by the same security practitioners. These
scripts started looking for specific patterns of suspicious ac-
tivity in firewalls and IDSs’ log files. Then, they generated
automatic e-mails to those responsible for handling the in-
cidents.

There were also specialized tools to monitor virus activity.
Two participants said they used McAfee EPO to get reports
of quantity of viruses per machine. To analyze the packets
of the network and find out the source of the attack or the
problem, tools like TCPDump and Ethereal were used. In
this case, a participant had to not only know how to use
these tools, but also to have knowledge about filtering tech-
niques to reduce and extract those parts of the files that
were useful for the investigation.

4.3.2  Skills

Pattern recognition: Especially during the detection
stage, our participants frequently performed pattern recog-
nition. Examples are: set a predefined threshold in the
number of e-mails per machine to detect suspicious activ-
ity; recognize the characteristic patterns of DOS attacks;
recognize IRChat in some human-readable layers (colored
blue by Ethereal) of TCPDump.

Hypothesis generation: When the cause of a problem
is not clear, hypotheses about the incident may be required.
To illustrate, one participant described a case of unexplained
spikes of traffic in the network: “we haven’t been able to
trace what the spike is due to... We think that there has been
a breakdown in TCP/IP connections between our router and
our server.”

Cooperation: Our participants had to cooperate and
communicate with others for different reasons: make a more
efficient investigation; execute specific actions in-situ; gather



network information; interact with other specialists who had
experienced similar problems or incidents; design a response
plan to clean-up systems infected by a virus, etc.

4.3.3 Strategies

Isolation: Isolation was a strategy used to either verify
incidents or to find out what was causing the anomaly or the
attack. For example, one participant who was investigat-
ing why the internet connection was slow stated: “..based
on traffic utilization on the network, where it was coming
from...we finally isolated — hey, its that new firewall that
we just brought up.”

Simulation: To investigate security incidents, partici-
pants sometimes needed to simulate the compromise, either
in a controlled environment or in the production network. In
the interviews, these simulations had the objective to either
verify the existence of malicious software in a compromise,
or get more evidence and clues about the the source of the
incident.

5. DISCUSSION

5.1 What to expect from a security incident

One important result from the analysis is that a security
incident can be separated into three stages: detection, anal-
ysis and response. Each one has its own tasks and resources,
and accounts for the temporal sequence of events, since the
incident or suspected incident is perceived until a concrete
action is taken.

The results showed no strong correlation between the se-
curity training specified in the questionnaire and the specific
tasks performed or resources used by the security practition-
ers. Only in the case of the phishing attack, was training
explicitly highlighted as an asset to respond to that type of
incident.

Another aspect to consider in handling security incidents
is the way that people interact and the different roles in-
volved. There was no incident in which the same person
performed all the tasks from detection to response.

5.2 Better security tools

Our preliminary analysis showed that there are several
opportunities to improve IT security tools. For example: (1)
tools that correlate other sources of information, such as a
project’s inventories, with the results of monitoring networks
and systems, would help to discard false positives in highly
distributed environments; (2) use different types of files as
inputs an outputs to make tools more flexible and usable
in situations where time and bandwidth are constraints to
transmit and charge large files; and (3) utilize visualization
features to indicate flows and meaning of network traffic.

A tool with such features could be used to analyze log files
from different sources, and to make the meaning of the data
more readily apparent.

6. CONCLUSIONS AND FUTURE WORK

Our categories of responses to security incidents are well-
grounded in empirical evidence, and provide a reasonable
basis for future research. Our results include a list of types
of security incidents, a model for the tasks, the skills em-
ployed, and the strategies used during security incidents.
We gained some insight into the stages of response to a se-
curity incident, the high-level interactions between different

people during an incident, and issues around which to im-
prove security tools.

Future research is expected to bolster and refine our un-
derstanding of the deployment of tasks with respect to dif-
ferent kinds of security incident. We expect to fill out our
map of how the skills, strategies and distribution of respon-
sibilities come into play over the sequence of tasks.
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