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Projects (1)
• Teamwork is crucial to project success!

– You need everyone’s effort
– You need to talk about concerns
– You need to make sure everyone feels good 

about working in your team
• Keep in mind:

– People do have other responsibilities
– 9/12 unit split
– We will have peer evals
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Projects (2)
• Project budgets

– Can fund projects up to ~$1000
– … but MUST be well justified
– Mostly for paying participants

• Project mentors
– Private browsing, IoT -> Lujo
– All others -> Nicolas
– Meet with mentors every week to ten days
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Projects (3)
• Next hard deadline: Feb 29 submission to 

IRB
• Next soft deadline: Feb 22 first version of 

IRB application to Abby for feedback 
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Computer security dialogs
• Small pop-up windows that interrupt the 

user to present a security decision to be 
made by the user

Developer, 
designer Computer 

users
Application
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Example: Warning dialogs

• Why is this a bad user interface?
– No clear statement of risk (e.g., “The server might not be who it claims”)
– Missing explanation of consequences (e.g., “A third party could gain access to 

the information you create or share with this application”)
– No instructions on how to make situation better (e.g., “Check the certificate 

and decide if you trust this site…”)
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What is the problem?
• Dialogs communicate risks; if ignored, 

people expose themselves to avoidable 
harm

• Dialogs must
– Get users attention (even after habituation)
– Effectively communicate, give meaningful 

choices, etc.
• Studying computer user reactions to 

security dialogs is extremely difficult



9

Participants behave differently in 
studies
• Schechter et al. (2007) showed participants 

behave differently when role playing
• Authors emphasized the importance of:

– Ecological validity
– Ethical concerns:

• Researchers are obligated to minimize harm
• Yet harm must be credible

Stuart E. Schechter, Rachna Dhamija, Andy Ozment, and Ian Fischer. The 
Emperor's New Security Indicators: An evaluation of website authentication and 
the effect of role playing on usability studies. Oakland 2007.
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Lab studies are effective but costly
• Egelman et al. (2008) studied 

effectiveness of browser phishing dialogs:
– Participants bought items with their credit 

cards, and were sent spear phishing emails
– Experiment was effective but expensive, 

much effort, ethically challenging
– Interesting observations about mental models 

associated with phishing warnings
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Ecological validity is crucial
• Sunshine et al. (2009) studied 

effectiveness of SSL certificate dialogs:
– Realistic tasks with simulated man-in-the-

middle attack, but:
• Participants used lab computer
• Browser choice was imposed on users

– Required much negotiation with university 
lawyers
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Methodology requirements
• Desired

– Massive, inexpensive, quick data collection
– Remote observation/recording/replay of user behavior
– Flexibility to conduct different between-subjects 

experiments
• Avoid

– Perceived safety due to “participation in experiment”
– Incentives to behave differently than in real life
– Risk higher than in real life
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Online game ruse methodology
“Give us your opinionabout online games” Exitsurvey

1
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A software installation decision
• Triggered by OS when user installs an 

application
• Security advice: “Only install this software if you 

trust this publisher with complete control of your 
computer”

1
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Participant decision design
• Workers in Amazon's Mechanical Turk aim to:

– Complete the tasks they accept (otherwise, don't earn money)
– Minimize the time and effort in each task (each accepted task 

has an opportunity cost)
• Our message to participants:

– “You may skip a game. If you do, we will assign you another”
• The decision was designed to gamble time/money for 

security:
– Install → Take small risk, play the game, finish sooner
– Not install → Not take any risks, not play the game, waste time
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Benign condition:“Microsoft Corporation”
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Suspicious condition:“Miicr0s0ft Corporation”
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Habituation experiments
• “Your Attention Please” paper showed that 

some attractors performed better than 
control in presence of habituation
– But those attractors also performed better 

without habituation
• Can attractors actually eliminate or reduce 

effects of habituation?
– How can we test this



31

Habituation experiment
• Show a dialog repeatedly with irrelevant message
• Ask participants to click “Yes”
• Change salient field to “Click on No”
• Check if participants notice the change and click “No”

4
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Those who perform well may be rewarded with opportunities
to finish the study early while still receiving their full payment.
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Experimental design
• {6 dialogs} x {4 exposure conditions} = 24 

conditions
– Dialogs: Control, Swipe, Type, AC + Delay, Reveal, 

ANSI
– Exposure to 'irrelevant message': 1 exposure, 3 

exposures, 20 exposures, 150 sec. of exposure
• Two phases:

– Habituation phase: participants are shown irrelevant 
message, they could only click on “Yes”

– Test phase: participants are asked to click “No”



41

Swipe and Type are resilient to 
habituation

• Control and ANSI (red) 
are not significantly 
different

• Reveal and AC+Delay
(purple) have same 
performance of Control 
and ANSI, but with higher 
compliance rate

• Swipe and Type (green) 
show steady or 
increasing compliance 
rates 41

N=2,567 participants, 29.4 years old (σ=10.1), 55% 
male, 77% caucasian. Top two reported occupations: 

‘student’ (25%), ‘unemployed’ (15%).
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Example: Warning dialogs

• Why is this a bad user interface?
– No clear statement of risk (e.g., “The server might not be who it claims”)
– Missing explanation of consequences (e.g., “A third party could gain access to 

the information you create or share with this application”)
– No instructions on how to make situation better (e.g., “Check the certificate 

and decide if you trust this site…”)
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NEAT and SPRUCE
Rob Reeder, Ellen Cram Kowalczyk, and Adam Shostack. Poster: 
Helping engineers design NEAT security warnings. SOUPS 2011. 
http://cups.cs.cmu.edu/soups/2011/posters/soups_posters-Reeder.pdf
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Class assignment
• USB flash drives can spread infections in a number of ways. See 

http://www.cioinsight.com/security/the-dangers-of-unsecured-usb-drives
• Attackers may distribute infected flash drives by leaving them around where 

employees of a target company are likely to pick them up. In addition, a user who 
uses a flash drive to exchange files with another user whose machine is already 
infected, may pick up the infection on the flash drive and bring it to their own 
machine. Some companies are prohibiting their employees form using flash drives, 
but others are just asking their employees to be careful. 

• Imagine a security tool that runs on a user’s computer and monitors the USB ports, 
looking for programs that run automatically when a flash drive is plugged in. When an 
autorun program is detected it prevents it from running and displays a warning. The 
warning dialog offers users the option of letting the program run.

• Your first task (to be done in class) is to design the warning using the design tool at: 
http://saucers.cups.cs.cmu.edu/~cbravo/woda/

• You may do this yourself or work with someone else. If you are not in class, do this at 
home. Use the NEAT and SPRUCE guidelines as you develop your design. 
http://cups.cs.cmu.edu/soups/2011/posters/soups_posters-Reeder.pdf
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Homework assignment
• Your next task (to be done at home and turned in with 

your homework) is to critique someone else’s warning. 
Go to http://saucers.cups.cs.cmu.edu/~cbravo/woda/ 

• Critique the warning that was submitted immediately 
before yours. If you submitted the first one then critique 
the last warning submitted. Please write one bullet point 
addressing each of the NEAT and SPRUCE messages. 
Then briefly discuss any additional factors you think 
might be relevant that are not addressed by NEAT and 
SPRUCE.


