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ABSTRACT 
Taking a step beyond segmentation, privacy researchers have 
recently proposed privacy personalization or adaptation as an 
approach to assist users in their privacy decision making. 
Analyzing a number of datasets of users’ personal information 
disclosure behavior, we find an interesting phenomenon regarding 
privacy personalization: the order in which information is 
requested has an impact on prediction accuracy. We provide 
evidence that this happens because certain request orders cause 
people’s disclosure behavior to be less variable and thus more 
predictable. This is an important phenomenon to study, because if 
request orders indeed influence the variability and predictability 
of subsequent requests, then adapting the request order to the user 
may result in positive feedback loops that promote prediction 
accuracy. We address several possible explanations for this 
phenomenon, and we propose a study that will help us find out 
which of these explanations is correct.  

1. INTRODUCTION 
Research has shown that people’s privacy preferences are context-
dependent [23, 24] and multi-dimensional [5, 15, 19, 30]. The 
complexity of these preferences means that systems like Facebook 
that manage large amounts of personal user data have to resort to 
“labyrinthian” privacy controls [7]. As a result, many users 
experience difficulties managing their privacy settings [10, 17, 20] 
and many even avoid the hassle of changing their privacy settings 
altogether [6]. 

Privacy researchers have proposed the use of personas and 
segmentation as a means to simplify users’ privacy decisions 
without giving contextual factors an overly reductionist treatment 
(e.g. [15, 31]). And recently, scholars have taken this contextually 
tailored approach a step further, by proposing privacy 
personalization or adaptation as a highly dynamic, user-tailored, 
and context-aware approach to privacy decision support at an 
individual level [3, 11, 12, 18, 25, 32].  

In the broadest sense, a “privacy adaptation procedure” entails 
predicting users’ privacy behaviors with machine learning 
techniques. Within this context, our paper is concerned with the 
more specific case of predicting whether or not a user will 
disclose a requested piece of information, based on which of the 
last n pieces of requested information this person had disclosed. If 
the system can predict with high likelihood that the user will not 

answer a specific question, it may decide to skip that question in 
order not to burden or upset the user. 

This paper explores a way to improve this prediction process. 
Analyzing a number of datasets, we find that the order of requests 
has an impact on prediction accuracy. The conventional 
explanation for this effect is that different request orders vary in 
their ability to quickly overcome the cold start problem that is 
common in personalized systems. However, we demonstrate that 
this effect may not be related to the cold start problem. Instead, 
we provide evidence for the more provocative theory that certain 
request orders can actually cause users to behave more 
predictably and less variably in their information disclosure. 

Previous research has shown that the order of requesting personal 
information can change users’ level of disclosure [2, 13], but how 
is it possible that the request order influences the predictability of 
users’ disclosure behavior? In this paper we formulate several 
explanations for this effect, and propose a study that will help find 
out which of these explanations is correct. We conclude by 
arguing the importance of investigating this topic: if request 
orders indeed influence the variability and thus the prediction 
accuracy of subsequent requests, then adapting the request order 
to the user may result in positive feedback loops (where 
adaptation and behavior “perpetually” promote each other). 

2. THEORY AND RELATED WORK 
2.1 Predicting disclosure behavior 
Predicting users’ disclosure behavior can be done by machine 
learning techniques such as decision tree analysis [28], which is 
very efficient and powerful in finding logical connections between 
the predicted item and the known items. A growing body of work 
concerns itself with predicting users’ disclosure behaviors, 
especially in the field of mobile (location-aware) systems.  

For example, Sadeh et al. [28] apply a k-nearest neighbor (kNN) 
algorithm and a random forest algorithm to learn users’ privacy 
preferences in a location-sharing system. They show that users 
had difficulties setting their privacy preferences, and that the 
applied machine learning techniques can help users in specifying 
more accurate disclosure preferences. 

Knijnenburg and Jin [12] also explored ways to help users with 
location-sharing decisions, and showed that users would feel 
assisted by privacy recommendations, but that the input required 
for these recommendations would counter the positive effects on 
their satisfaction. A study by Xie et al. [32] tried to overcome this 
problem by predicting users’ in-situ sharing preferences based on 
the context and previous disclosure behavior. They showed that 
although users’ location-sharing behaviors were highly dynamic, 
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context-aware, audience-aware and personal, they were still able 
to predict users’ sharing preferences in various contexts.  

Pallapa et al. [25] proposed context-aware approaches to privacy 
preservation in wireless and mobile pervasive environments. One 
of their solutions leverages the history of interaction between 
users to determine the level of privacy required in new situations. 
They demonstrate that this solution can deal with the rise of 
privacy concern while at the same time efficiently supporting 
users in a pervasive system full of dynamic and rich interactions.  

Finally, in a social network context, Fang and LeFevre [8] 
developed a privacy wizard that is able to configure users’ privacy 
settings automatically and accurately with a machine learning 
model that they developed. The wizard removes the burden of 
setting privacy settings using tools that most users would 
otherwise find too difficult to understand and use. 

2.2 Avoiding the cold start problem 
A privacy adaptation procedure as presented in the introduction is 
essentially a conversational recommender system. In its purest 
form, such a recommender system presents items that it predicts 
the user will like, and it bases this prediction on the ratings that 
the user gave to previously presented items. Similarly, a privacy 
adaptation procedure asks questions that it predicts the user is 
likely to answer, and it bases each prediction on the user’s 
willingness or refusal to answer previous questions.  

It goes without saying that conversational recommenders gain a 
better understanding of users’ preferences as feedback accumu-
lates. In early stages, the recommendation quality is not very good 
due to a lack of feedback; this is the so-called “cold start problem” 
[29]. Research has shown that the cold start problem can be 
avoided by not always presenting the top predicted items to the 
user: although there is a high chance that users will like the top 
predicted items (which is good), this also means that the feedback 
on these items is likely to be positive, and this feedback will thus 
not give the system new information about the user’s preferences 
(which is bad). To learn more about the user’s preferences, it is 
actually better to request items that span a wide range of attribute 
values [21, 22, 27]. 

Similarly, then, if the privacy adaptation procedure wants to learn 
users’ multidimensional privacy preferences instead of asking 
users only non-sensitive questions (i.e. questions they are most 
likely to answer), it should rather ask a mix of sensitive and non-
sensitive questions, spanning all dimensions. 

2.3 Testing the argument 
In a study on users’ information disclosure behavior to an Android 
app recommender system [13], we asked 493 Mechanical Turk 
participants (266 female; median age group: 25-30, range: 18 to 
older than 60) to disclose 19 demographic items (e.g. gender, 
income, which related to participants themselves) and to give their 
permission to track 12 context items on their smartphones (e.g. 
location, web browsing, which related to participants’ online 
experiences). The dependent measure was whether or not users 
disclosed the requested information or allowed the tracking. The 
order of the requests was manipulated: the system asked half the 
participants the demographics questions first, and the other half 
the context-related questions first. Regarding our current 
argument, we can ask the question: “If we want to predict users’ 
disclosure behavior in this study, which request order would result 
in the highest prediction accuracy?” 

Our analysis of disclosure behavior (Figure 1) shows that the 
disclosure of demographic items is generally high (i.e. varies very 
little), while the disclosure of context-related items varies wildly 
per item. According to the aforementioned argument, it would be 
better to request the context-related items first, because its 
variability contains more information about users’ preferences, 
and it will therefore increase the prediction accuracy of 
subsequent items. 

 
Figure 1: Mean	  disclosure of each item when asking context 

first (black) versus demographics first (red). 
Interestingly though, when we run a number of recommender 
algorithms on this data to predict users’ disclosures, we find that 
the recommender is able to predict disclosure fairly accurately 
even when it only uses the preceding five (instead of all) items as 
a basis for learning (Table 1 and Figure 2; this is similar to [26]). 
When asking the highly varying context items first, using these 
items improves the prediction accuracy of the final demographics 
items only by a little bit compared to not using them (see the solid 
and dotted black lines in Figure 2 for request time 13-31). 

Table 1: Prediction accuracy of our algorithm. 
Data	  used	   Algorithm	   Accuracy	  

Context first Demographics first 
N = ALL Naïve Bayes  82.65%  88.86% 

LogReg  87.66%  92.80% 
J48  88.99%  92.03% 

N = 5 Naïve Bayes  84.25%  89.06% 
LogReg  86.70%  91.01% 
J48  87.12%  91.11% 

 

 
Figure 2: The prediction accuracy of our J48 recommender 

for each item when asking context first (black) versus 
demographics first (red), based on the preceding 5 (solid) or 

all preceding items (dotted).  
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Despite this, though, the request order still has an effect on recom-
mendation accuracy, even when only the preceding 5 items are 
used. Specifically, our recommender is more accurate when we 
ask the demographics items first than when we ask the context 
items first1 (see Table 1). This is the exact opposite of what we 
would expect based on the argument presented in Section 2.2. 

2.4 An alternative theory 
Since recommendation accuracy does not depend on an extensive 
history of previous disclosure, we argue that participants some-
how behaved more predictably when we asked the demographics 
items first. Since behavior is easier to predict when it is less 
variable, we believe that the request order has an effect on the 
inherent variability of users’ disclosure behavior.  

How can request order influence the variability of users’ 
disclosure behavior? We already mentioned that demographics 
items are disclosed at a more consistently high rate than context 
items, which vary considerably in their average level of disclosure 
(see Figure 1). Our hypothesis is that when demographics items 
are requested first, this uniform behavioral pattern “spills over” 
into the context items, which are then also answered more 
uniformly (and are consequently easier to predict). Conversely, 
since most users answer some context items positively and some 
negatively, this varied behavioral pattern also “spills over” into 
the demographics items, which are then answered in a more 
varied fashion (and are consequently harder to predict).  
Figure 3 shows evidence in support of this argument: the 
variability of users’ disclosure of both types of information is 
lower when demographics are requested first (red, dotted line) 
than when context is requested first (black, solid line). In light of 
the prediction results (Figure 2), it thus seems that the 
monotonous behavior induced by asking demographics items first 
is indeed easier to predict than the varied behavior induced by 
asking context items first; in other words, users behaved more 
predictably and less variably when asking demographics items 
first. 

 
Figure 3: Mean variability of the 5 previously requested items, 

asking context first (black) versus demographics first (red). 
 

                                                                    
1  Note that we are only considering prediction accuracy here. 

When it comes to the disclosure rate, Acquisti et al. [2] show 
that asking the more risky questions (arguably those that receive 
a more varied response) first will increase overall disclosure. 

There are three possible explanations as to how this “spill over” 
effect may occur. The first explanation is that if requests are all 
rather non-sensitive (as seems to have been the case for 
demographics items in the aforementioned study), users get used 
to the monotonous behavioral pattern in the first part, and are 
therefore more likely to perform the same monotonous behavior 
in the second part. In this case, the response pattern shows 
evidence of habitual behavior [1, 4]. Conversely, if the initial 
requests are mixed in terms of sensitivity, users’ behavioral 
patterns will be more varied, and users will then not get used to a 
monotonous response pattern.  

The second explanation is more cognitive in nature. Existing 
research has shown that privacy-awareness can be increased or 
inhibited with subtle visual or interactive primes [9, 14], and this 
increased awareness may make users more likely to perform a 
“privacy calculus” (i.e. reasoned decision behavior). By the same 
token, a high (vs. low) variability of initial disclosure behavior 
may encourage (vs. inhibit) users’ privacy calculus. Once users 
are primed (vs. inhibited) with this privacy calculus in the first 
part, they are more (vs. less) likely to perform it in the second part 
as well. Performing a privacy calculus arguably results in more 
reasoned but less monotonous disclosure decisions. In effect, a 
mixed (vs. equal) sensitivity of initial requests leads to varied (vs. 
monotonous) disclosures in subsequent requests. 

The third explanation rests on the fact that context requests are 
less common than demographics requests: In general, people (and 
specifically Mechanical Turk participants, who answer questions 
about themselves all the time) do not use the privacy calculus very 
much for answering demographics questions, because they 
developed a pattern of answering most demographic questions. 
However, people generally do use a privacy calculus for 
answering context questions, with which they are usually much 
less familiar (this also explains why the variance in demographics 
disclosures is inherently lower than in context disclosures). Now, 
if people answer demographics items first, the frequent non-use of 
the privacy calculus gets carried over to the context items, and 
hence context items have a lower variance when they follow a 
batch of demographics items. By the same token, if people answer 
context items first, the frequent use of the privacy calculus for this 
type of information carries over to the demographics items, and 
hence demographics items have a higher variance when preceded 
by a batch of context items.  

In section 3 we propose an experiment that can demonstrate which 
of these three explanations is correct. First, though, we confirm 
the general theory that request order influences disclosure 
variability and prediction accuracy on a separate dataset. 

2.5 Confirmation of the new theory 
In a study (N=390) on users’ disclosure behavior to a 
recommender system that performs client-side personalization 
[16], demographics and context items were requested in an 
alternating fashion. Since the requested context info is generally 
more sensitive, this leads to requests of mixed sensitivity 
(explanation 1 and 2), and also accentuates the uncommon context 
requests (explanation 3). In effect, we can conjecture: 

H1. The disclosure variability of each item type will be higher 
than in either condition of the Android app recommender 
study. 

H2. The prediction accuracy will be lower than in either 
condition of the Android app recommender study. 
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And to confirm: 

H3. Like in the Android app recommender study, the disclosure 
variability of the context data will be higher than that of the 
demographics data. 

H4. Like in the Android app recommender study, the prediction 
accuracy of the context data will be lower than that of the 
demographics data. 

Figure 4 confirms hypotheses H1 and H3: context variability is 
indeed higher than demographics variability, and they are both 
higher than in the App Recommender study. 

 
Figure 4: Mean variability of the 5 previously requested items 
of the same type, for demographics (black) and context (red). 

Figure 5 confirms hypotheses H2 and H4: prediction accuracy for 
context is indeed lower than for demographics, and they are both 
lower than in the App Recommender study. 

 
Figure 5: The prediction accuracy of our J48 recommender 

for each item for demographics (black) and context (red), ba-
sed on the preceding 5 (solid) or all preceding items (dotted). 

3. PROPOSED FOLLOW-UP STUDY 
We discovered the effect of request order on the predictability of 
user disclosure behavior when analyzing the Android app 
recommender study data, and we confirmed the effect on the 
client-side personalization study data. Now, we propose to 
conduct an additional experiment that tests this effect as an ex 
ante hypothesis. The experiment will also disentangle the three 
possible explanations for the effect. 

Explanations 1 and 2 regard the varied sensitivity of the presented 
items as the main reason for the effect. Hypothesizing along these 
lines, we expect the effect to occur when the first set of requests 
contains both sensitive and non-sensitive items, but not when it 
contains only sensitive or only non-sensitive items. 

Explanation 3 regards the type of the presented items as the main 
reason for the effect. Hypothesizing along these lines, we expect 
the effect to occur when the first set of requests consists of context 
items, but not when it consists of demographics items only. 
Finally, explanations 2 and 3 claim that users in the effect-
conditions are more likely to use a privacy calculus than users in 
the other conditions. Explanation 1, on the other hand, claims that 
the effect is purely behavioral, and there should thus be no 
differences in privacy calculus between conditions. We test this 
by asking users to evaluate the perceived risk and benefit of 
disclosing each piece of information at the end of the study. If 
explanation 2 or 3 is correct, users’ evaluation of perceived risk 
and benefit is a stronger predictor of disclosure in the effect 
conditions than in the other conditions. If this is not the case then 
explanation 1 makes more sense. 

3.1 Participants and procedure 
Participants will be recruited via Amazon Mechanical Turk. They 
will be briefed about a mobile recommender system that uses 
demographic information and smartphone context tracking to 
provide personalized recommendations. A prototype version of 
this system then presents them 12 requests for context and/or 
demographics items that they can choose to disclose or not. After 
the disclosure part, they will answer a set of questions about the 
benefits and risks of disclosing each of the 12 items, as well as 
some questionnaires about their system-specific privacy concerns 
and anticipated satisfaction with the system. 

3.2 Manipulations 
The experiment implements an orthogonal 2x3x2x2 between-
subjects design. Participants are randomly assigned to one of the 
24 conditions. The manipulations are: 

• Type of item for first 6 requests: context or demographics 
• Sensitivity of item for first 6 requests: sensitive or non-

sensitive or alternating 
• Type of item for the last 6 requests: context or demo-

graphics 
• Sensitivity of item for the last 6 requests: sensitive or non-

sensitive 
The first two manipulations enable us to test our explanations; the 
last two are manipulations allow us to test whether of our results 
hold for any type of item. This leads to the following experimental 
conditions: 

First 6 requests  Last 6 requests 
Cs-Cs-Cs-Cs-Cs-Cs  Cs-Cs-Cs-Cs-Cs-Cs 
Ds-Ds-Ds-Ds-Ds-Ds X Ds-Ds-Ds-Ds-Ds-Ds 
Cn-Cn-Cn-Cn-Cn-Cn  Cn-Cn-Cn-Cn-Cn-Cn 
Dn-Dn-Dn-Dn-Dn-Dn  Dn-Dn-Dn-Dn-Dn-Dn 
Cs-Cn-Cs-Cn-Cs-Cn   
Ds-Dn-Ds-Dn-Ds-Dn   

Cs stands for sensitive context items, Ds for sensitive demo-
graphic items, Cn for non-sensitive context items, and Dn for non-
sensitive demographics items. Note that the alternating-sensitivity 
conditions can either start with a sensitive or a non-sensitive item; 
we expect that this will have no substantial effect, but to be 
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certain we randomly split participants in this condition into a 
sensitive-start and a non-sensitive-start group. 

3.3 Item sensitivity pre-study 
The main study requires 12 items in each category (Cs, Cn, Ds, 
Dn). We have selected these items from a set of 96 candidate 
items that were developed in a collaborative effort by the 
researchers and their colleagues.  

The candidate items were tested for average disclosure levels in a 
separate pre-study with 200 Amazon Mechanical Turk workers. 
Eligibility was restricted to U.S. citizens with a high worker 
reputation. Each participant was presented with half of the 
candidate items, and asked whether they would disclose each item 
or not. The order of the items was counter-balanced. From the set 
of candidate items, we removed items that were overly sensitive 
(disclosure rate <10%), overly non-sensitive (disclosure rate 
>90%) or ambiguous (disclosure rate 45-55%).  
The remaining items consisted of 16 Cs items, 13 Cn items, 16 Ds 
items, and 25 Dn items. We selected 12 items from each set so 
that the averages and variability of the sensitive and non-sensitive 
items roughly matched between the context and demographics 
items (see Table 2). These are the items that will be used in the 
main study. 

Table 2: Items selected for the main study. 
Sensitive context items (Cs)  
M = 21.4%, sd = 6.30% 

Sensitive demographic items (Ds)  
M = 20.5%, sd = 5.61%	  

Email messages Pornography preferences	  
Phone’s call log Number of sexual partners	  
Phone’s microphone Credit score	  
Friends' comments on social netw. Work phone number	  
Contact list Work address	  
Personal work files Illegal drug usage	  
Online bills Birth control usage	  
Phone’s notepad Home address	  
Calendar entries Social services used recently	  
Phone’s location record Traffic violations	  
Phone’s IP address Name of employer/company	  
Websites browsed on phone Ever been evicted?	  
Non-sensitive context items (Cn) 
M = 64.3%, sd = 7.86% 

Non-sensitive demogr. Items (Dn) 
M = 67.6%, sd = 7.57% 

Your mobile app usage Email address 
Internet recommendations  Religious belief 
Mobile apps usage time Political preferences 
News items read on phone Weight 
Mobile browser home page Hometown 
Music on phone Hours spent on work 
Downloaded mobile apps Number of cars 
Phone water damage sensor status Relationship status 
Phone’s remaining storage space Time spent on fitness 
Number of phone restarts Personality (e.g. honest, reliable) 
Mobile games and high-scores Highest degree earned 
Phone’s remaining battery life Field of work 

3.4 Measurement 
The main dependent variables are the disclosure variability of the 
last 6 items, and the prediction accuracy of an algorithm that tries 
to predict users’ disclosure behavior of the final item, using the 5 
preceding items. Using only the last 6 items for the prediction and 
variability analysis will allow us to measure the spill over effect 
from the first 6 items. 
To determine whether users’ privacy calculus is also affected by 
the manipulations, participants will indicate their perception of the 
risks and benefits of disclosing each of the 12 items on a 7-point 
scale (cf. [14] for a similar procedure). Finally, participants will 

answer general questions about their system-specific privacy 
concerns and anticipated satisfaction with the system. These are 
used as control variables. 

3.5 Expected effects and main experiment 
Figure 6 shows the effects we predict to hold, depending on which 
explanation is correct. Explanation 1 implies that if the first 6 
items have a varying sensitivity, this will lead to a more varied 
behavioral response and consequently lower predictability of the 
last 6 items (measured by the prediction accuracy of the final 
item, based on the 5 preceding items). Therefore, we accept 
explanation 1 if (a) the disclosure variability of the last 6 items is 
higher and (b) the prediction accuracy of the last item is lower in 
the “alternating first-6” conditions than in the “sensitive first-6” or 
“non-sensitive first-6” conditions.  
Explanation 2 additionally implies that this effect is not simply 
behavioral, but also cognitive: if the first 6 items have a varying 
sensitivity, users will have a stronger tendency to perform a 
privacy calculus (i.e. actively weigh the risk and relevance of 
disclosing the information, cf. [14]) in their disclosure of the last 6 
items. Therefore, we accept explanation 2 if—in addition to (a) 
and (b)—(c) perceived risk and relevance play a more important 
role in users’ decisions regarding the last 6 items in the 
“alternating first-6” conditions than in the “sensitive first-6” or 
“non-sensitive first-6” conditions.  

Finally, explanation 3 implies that these effects do not happen 
when the first 6 items vary in sensitivity, but rather when they are 
context requests. Therefore, we accept explanation 3 if (a) the 
disclosure variability of the last 6 items is higher, (b) the 
prediction accuracy of the last itemsis lower, and (c) perceived 
risk and relevance play a more important role in users’ decisions 
regarding the last 6 items in the “context first-6” conditions than 
in the “demographics first-6” conditions. 

 
Figure 6: Predicted effects of the proposed study, depending 

on which explanation is correct. 

4. CONCLUSION 
In this paper, we set out to improve the prediction of participants’ 
disclosure behavior, only to discover an interesting phenomenon 
regarding the impact of the request order on their disclosure 
behavior: the order of requesting items increases the variability 
and predictability of users’ disclosure pattern and, consequently, 
reduces the accuracy of our prediction algorithms.  
We provided three possible explanations for this effect: 1) users’ 
disclosure habitually becomes more monotone when the initial 
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requests are all sensitive or non-sensitive (as compared to when 
these request are more variable in sensitivity); 2) users react 
cognitively to more requests that are more variable in sensitivity 
by employing a privacy calculus; and 3) users react by employing 
a privacy calculus when they encounter the less frequent context-
related rather than the more frequent demographic items. 
Finally, we described a study in this paper that will help us to 
disambiguate these three explanations. Our initial analyses of the 
data from this described study indicate that a combination of the 
mentioned hypotheses could be correct: we find that both the 
“alternating first-6” and the “context first-6” conditions lead to 
lower the prediction accuracy. At the workshop we will present 
more detailed analyses of our initial results. 

The outcomes of our study will have important implications for 
the accurate prediction of users’ disclosure behavior in any system 
that employs a privacy adaptation procedure. Our future work will 
develop such adaptive systems as a means to alleviate the burden 
of enacting complex privacy settings in various online 
environments.  
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