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ABSTRACT
Elicitation of privacy concern is a difficult task due to its
sensitivity to priming effects. The methodology poses the
risk of triggering cognitive processing and activation of men-
tal models leading to responses that might not usually arise
in everyday interactions. Privacy is highly contextual and
end users’ privacy requirements vary with time, beliefs, ex-
perience and perceived social norms. This position paper
proposes mental models theory as a paradigm for identi-
fying, measuring and modeling end user privacy attitude,
concern, intention and behavior. We review background lit-
erature and make a case for how conceptual representation
of end user mental models of online privacy provide a valu-
able structure to investigate links between privacy concerns
and behavior. It does so by enabling depiction of conceptual
relationships that hold semantic information, which could
portray end users’ cognitive processing and reasoning such
as identifying concepts that are strong for different users
or lead to most associations. Thus mental models would
provide a framework for segmentation and identification of
pathways from concerns to behaviors.

1. INTRODUCTION
Although end users report privacy concerns, their behav-

ior often do not match these concerns [35, 1]. Privacy con-
cerns can be thought to represent an instantiation of privacy
attitude since it refers to a certain tendency or disposition.
The incongruence between attitude and behavior is not a
new phenomenon. LaPierre refuted the belief that behavior
naturally follows attitude with his study of whether restau-
rants and hotels would serve a Chinese couple [26]. He found
that only one out of 251 establishments visited actually re-
fused to serve the visitors although only 10% indicated a
willingness to serve them in a previous questionnaire. Since
then cognitive and social psychologists have investigated the
discrepancy and proposed a variety of theories related to mo-
tivation and volition [2], self-regulation [24, 5] and problem
solving and performance control [22].
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In addition privacy presents a supplementary set of prob-
lems due to its tacit and highly contextual nature [28]. To
address the problem of predicting privacy behavior from at-
titudes and concerns, we first propose investigation of the
links between attitudes, concerns, behavioral intentions and
behavior. This involves inquiry of end users’ motivational
states and self-regulation abilities that would favour certain
behaviors, of mechanisms that support formation and enact-
ment of intentions and of factors that influence the transition
from cognition to action. Second such investigation has to
account for psychological biases that underpin judgment and
decision making under uncertainty and distinguish between
dual-process modes of thinking.

We believe mental models will support the two above
propositions and the conceptual representation of mental
models will provide a rich foundation to understand human
thinking and reasoning [21]. In this paper, we propose men-
tal models theory as a paradigm to generate conceptual rep-
resentations of end users’ mental models of privacy online.
We present a first study that used Amazon’s Mechanical
Turk and cognitive mapping technique to elicit and depict
mental models. Through structural analysis we show that
the cognitive maps could support segmentation of user con-
cerns.

In the next sections we review research on the attitude-
behavior link before introducing mental models and cogni-
tive maps. We discuss our proposition together with brief
preliminary findings of our study before concluding with fu-
ture works.

2. PRIVACY ATTITUDE AND BEHAVIOR
Although various definitions of attitudes have been pro-

posed, Perloff proposes a version that encloses the essential
points of the concept as:

Definition 1 (Attitude [31]). An attitude is defined
as a learned, global evaluation of an object (person, place or
issue) that influences thought and action.

First people are not born with attitudes; rather attitudes are
learnt over the course of life through socialisation [31]. Atti-
tudes are developed through encounters with social objects.
Second evaluation of encounters can be expressed through
thoughts, feelings, intentions to behave and behavior. Third,
attitudes help people to organise their social world and hence
influence behavior [31]. Privacy attitude in literature is often
linked to privacy concern such as Westin’s Privacy Segmen-
tation Index [25].
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Social psychology distinguishes between the availability of
an attitude and its accessibility [16]. While availability of
an attitude refers to whether it is present within an indi-
vidual’s cognition, accessibility of attitude refers to the ease
with which the attitude may be retrieved from memory [14].
Accessibility of an attitude is dependent on the properties
of the attitude such as strength of the attitude and aspects
of the context that highlight particular attitudes as being
relevant [3]. Thus accessible attitudes lead to correspond-
ing behavior more closely than less accessible attitudes [15].
Therefore, whilst individuals have privacy attitudes, these
may not be accessible when they interact online. The low
accessibility of privacy attitudes during interactions may be
first due to the lack of relevance of the online disclosure
context to privacy attitudes and second due to the weak
strength of the privacy attitude. Rather than extremity
in terms of positive or negative value of the attitude, the
strength of a particular attitude refers to a consistent, well-
rehearsed link between an attitude object and its evaluation
[3]. It was shown by Fazio et al. [13] that when the associa-
tion between an object and its evaluation is strong enough,
simply noticing the object would cause evaluation.

Moreover, although attitudes may be available, they may
not be active; that is they may not be associated with an
object or issue to cause its evaluation [14]. This character-
istic of attitudes can also explain the dichotomy: although
individuals hold privacy attitudes, they may not be able to
associate these attitudes with their online activities.

Attitudes can have multiple cognitive and affective com-
ponents thus leading to different evaluations of an object.
These ambivalent attitudes are unstable since the evalua-
tion expressed at a particular moment depends on the ele-
ments of the attitude that is most accessible at that time
[11]. Privacy attitudes for the online environment can be
said to be ambivalent since a variety of different disclosure
contexts exists online that makes it hard for end users to
maintain stable and strong evaluations. This property of
online privacy attitudes may also explain why end users do
not behave according to their privacy attitudes.

Furthermore an attitude towards an object is viewed as
related to the person’s intentions to perform a variety of be-
haviors with respect to that object. The relation is between
attitude and the set of intentions as a whole and the attitude
toward an object might not be related to any specific inten-
tion with respect to the object. Each intention is viewed as
being related to the corresponding behavior via the target
object at which the behavior is directed, the situation and
the times of execution. Each of these elements varies along
a dimension of specificity [11].

3. MEASURING PRIVACY ATTITUDE AND
BEHAVIOR

Measurements of privacy attitudes in previous research
have compared measures of broad privacy concerns with self-
reports of privacy-preserving strategies, self-reports of past
disclosures [1] or with observed disclosure actions [35]. The
discrepancy in privacy behavior and attitude may therefore
either be due to inconsistency in terms of the specificity of
attitude, intentions and behavior or due to taking disclosure
actions to be a direct measure of privacy behavior.

Since LaPierre questioned the relationship between atti-
tude and behavior in 1934 [26], there has been a series of

discussions, among which calls for better measurement of at-
titude and behavior such as Schuman and Johnson’s call to
consider conceptual congruence [17]. Also, Ajzen and Fish-
bein [18] found measurement issues relating to two types of
attitudes: general attitudes towards an object versus atti-
tudes towards performing behaviors with respect to an ob-
ject or target, that is behavioral intentions. They identified
two types of inconsistency: evaluative inconsistency and lit-
eral inconsistency.

Evaluative inconsistency occurs when broad attitudes are
compared with single behaviors. This is a problem because
it is only under certain conditions and/or for certain individ-
uals that general attitudes have strong impact on behavior.
Therefore, Westin’s Privacy Segmentation Index [25] would
not be compatible with specific online privacy behavior.

Literal inconsistency is the inconsistency between behav-
ioral intentions and actions. Such inconsistency can be caused
if behavior is not easy to perform as argued by Campbell [7]
or if there is a time interval between measurement of inten-
tion and assessment of behavior. Also if intentions change
during that time, the intentions will tend to be poor predic-
tors of behavior.

4. MENTAL MODELS
Mental models are internalised, mental representations of

a device or idea that facilitates reasoning [20]. They are
simplistic and small-scale representations of reality [9]. Men-
tal models are valuable because they are the lenses through
which individuals see and interact with the world. The lens
shapes how individuals interpret the world. Thus by conjec-
ture, mental models would comprise our attitudes, beliefs,
opinions, theories, perceptions, mental maps of how things
are or should be and frames of reference.

Mental models vary with user expertise and experience.
Experts’ mental models are richer and more abstract than
those of novices. Novices’ models represent more concrete
levels of knowledge and have a more naive problem repre-
sentation as they present objects in real time [27]. Moreover
experts might aggregate different contexts as having some
equivalence while novices would consider them distinctly.

It is also thought that users build and use models to guide
the way they learn and interact with computers. Mental
models enable users to predict and explain the operation of a
target system through internal representations of themselves
and the objects they interact with [29]. By interacting with
systems, users formulate mental models of the system that
need not be technically accurate but are functional that is
the model can be ‘run’ and works within a certain scenario.
Since users improve their models with experience, mental
models are often incomplete and partial descriptions of the
operations of the system.

Furthermore, mental models have been associated with
privacy and security research before through analogies and
metaphors. These include ‘situational faces’ [34], ‘audience-
view’ [33], card-based metaphors [38] or modeling of security
risks [6] as reviewed in [8].

4.1 Cognitive Maps
Cognitive maps can be regarded as expressions of men-

tal models and cognitive mapping to the task of mapping
a person’s thinking about a problem or issue. It is a tech-
nique used to structure, analyse and make sense of accounts
of problems that can be verbal or written. Cognitive map
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Figure 1: Cognitive Map e.g. for Q1

has had a long history, the idea originally coined to depict
mental representations of the routes and paths of the en-
vironment used by people and rats [36]. However Axelrod
[4] used it as a ‘map of cognition’ while Eden later used it
to refer to a map ‘to aid cognition’ [12]. Axelrod’s map of
cognition has been used in artificial intelligence [23] and ex-
perimental research such as system dynamics [10]. In our
research, we also use cognitive maps as originally referred to
by Axelrod. However the ‘mental model uncertainty prin-
ciple’, that is mental models are not directly accessible or
observable, accentuates the inherent problem of representing
mental models [32]. Also an agreed upon cognitive mapping
methodology is not yet available between research domains
[37].

5. OUR APPROACH
In this section, we present a study aimed at eliciting and

developing user privacy mental models. We present our de-
sign followed by an analysis of the structural properties of
the models.

5.1 Design
Our on-going research includes elicitation of privacy men-

tal models via Amazon’s Mechanical Turk. We are con-
ducting between-subject studies involving different framing
of privacy related questions requiring 100 to 250 words re-
sponses. Our first question Q1 was ‘What does privacy on-
line mean to you?’. Having noticed concrete stories and low-
level actions, we were intrigued and wondered if the word
‘privacy’ would even arise in the different set of questions
Q2: ‘What do you usually use the internet for?’ and ‘What
is important to you when you are online?’. We have recently
launched another version with Q3 ‘What does sharing on-
line mean to you?’. As a test case for our methodology we
collected and analysed the data of five partcipants for each
of our first two questions.

5.2 Structural Analysis
We used CMapTools to develop cognitive maps [30]. The

process involves separating sentences into distinct phrases
of no more than 10–12 words long (possibly much shorter)
and building up a hierarchy of concepts linking to each other
while identifying directions.

Definition 2 (Cognitive Map). A cognitive map is
a directed, possibly cyclic, vertex-labeled and edge-typed/-
labeled multi-graph. The vertices are labeled with distinct
concepts. The arrows depict thought processes for a person
with links or associations from one concept, the source to
another, the sink. An arrow is derived from a one-to-one
mapping of a phrase to concept relation. The directed as-
sociations could encode cause/effect or means/ends but are
not limited to these.

We first look at the shape of the maps. The different
questions give different structures:

• maps for Q1 have a hierarchical structure pointing to-
wards/from the main concept ‘privacy online’ and of-
ten linking to three clear subordinate but important
concepts: the person, personal information or data and
other people who can be authorised or not. These link
to concrete examples making a three-level graph on
average as shown by Figure 1.

• for Q2, three maps had a shallow hierarchy leading to
the superordinate concept ‘person’ from information
or type of activities, often also leading to the concept
of ‘friends’ or social connections. Therefore the maps
show the different activities for which the person uses
the online environment. Each of these three maps has
one to three longer links that show who the person
share specific information with and the benefits of ob-
taining information on the internet.

Second we identify source and sink vertices. Sink vertices
are concepts represented by vertices that have an out-degree
of zero. Such concepts have in-arrows only, with no out-
arrows. Source vertices are concepts represented by vertices
that have an in-degree of zero. Table 1 summarises the sink
and source vertices for Q1 while Table 2 those that emerged
from Q2.

Third we look at the degrees of vertices which refers to
the number of direct links (both input and output). Table 3
and 4 provide the list of concepts that received at least a
degree of 3 for each partcipant of Q1 and Q2.

6. DISCUSSION
Cognitive maps as a representation of mental models would

be a valuable tool for validation of existing segments or
for elicitation of segments. Sink and source vertices to-
gether with the degree of vertices point to important con-
cepts or clusters for participants. While sink vertices might
potentially help distinguish between varying privacy con-
cerns, source vertices could identify triggers that prime a
certain behavior or activate more elaborate mental mod-
els of privacy. Concepts leading to multiple sink vertices
might indicate their strength. Reachability of concepts and
cycles might give further indication of the users’ thought
processes. It would also be interesting to find out whether
vertices trigger links with inhibitory, aversive or approving
decisions and behavior. For instance it appears from Table 1
and Table 2 that we are able to identify sink and source
vertices. Table 3 shows the high importance of ‘personal
information’ or ‘data’, the ‘person’, other ‘people’ and ‘pri-
vacy online’, Table 4 shows the prominence of the concept
‘person’ and much of the social benefits of the online en-
vironment through ‘friends’, ‘social reach’ and ‘shopping’.
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Table 1: Sink and Source vertices for Q1 for participants 1 to 5

P Map Sink Map Source

1 broadcast, comfort internet provider, IP address, bank account, SNS details,
website data, surfing actions, device used

2 person, life online life, job application
3 inviolable right, people authorised, SNS protector, account, files, pictures, mes-

sages, friends
4 data, identity anonymity history email, personal identifiers, posts, prying eyes
5 people criminals, comment to an article or blog, anonymous

Table 2: Sink and Source vertices for Q2 for participant 1 to 5

P Map Sink Map Source

1 foreign friends, favourable, trustworthy,
careful, bank information

(no tail nodes)

2 projects, knowledge, live chat and video social websites, film, email, job application, online shop,
people

3 better, perfect, high speed internet connection, travel tickets, bills, to know some-
thing, shopping, online work, films, favourite site

4 hackers, banking sites, tv/movies, social
media

quickly, personal financial info, news, emails, others

5 traffic load, power to connect, great everything, critical factor, undeniable, topics

However, the high degree for participant 1 of Q2 include
‘unknown’ and ‘known’. This corroborates with Table 2,
where the same participant produced sink vertices including
‘favourable’, ‘trustworthy’, ‘careful’ and ‘bank information’.
Participant 4 has less risk related concepts but mention ‘sen-
sitive information’ without being prompted about privacy
and Table 2 identifies ‘hackers’, ‘banking sites’ among sink
vertices.

The shape of the graphs together with the lengths of ar-
guments can be an indication of the participants’ cognitive
processes with respect to the question but it can also be in-
fluenced by thoughts and ideas that are more salient at the
time of participating in the study. Moreover the shape can
be induced by the type of questionning. For instance Q1 in-
cluded ‘What does . . . mean to you?’ whereas Q2 was ‘What
is. . . ’. This might contribute to Q2’s generally shallow map
associated with activities.

However further analysis and evidence are required to cor-
roborate these findings across types of maps and establish-
ing whether a particular user belongs to a segment would
depend on the consistency of the maps. Also given the ‘men-
tal model uncertainty principle’ described by Richardson et
al. [32], the stability of mental models is questionnable.
Thus techniques to ascertain the stability of mental mod-
els over time and circumstance akin to those in trait theory
[19] would be valuable for the research. In addition our cog-
nitive mapping methdology has not been validated yet nor
have we assessed whether other methods would be a more
suitable and reliable. Our research agenda includes devel-
oping a rigorous, systematic and reproducible methodology
and conducting the study with a larger sample.

7. CONCLUSIONS
In this short paper, we make a case for the use of mental

models to elicit end users’ privacy concerns and behaviors.
We presented the characteristics of attitudes and advanced

how these can be linked with inconsistent measurements.
We introduced mental models as providing a framework that
embraces the complex relationship between privacy concern
and behavior. We provided an excerpt of our methodology
showing the use of cognitive mapping. Our mental model
approach first promises content that illustrates intervening
links such as behavioral intentions, modes of thinking and
reasoning. Second, the structure of mental models con-
tributes towards segmentation and filtering while its seman-
tics present valuable insights in the area of usable privacy
and privacy decision-making.

8. FUTURE WORK
While we are still in the initial phases, we aim to:

• validate our elicitation approach by for example first
testing different framing of privacy questions across
different user groups, second comparing the raw data
from Mehanical Turk to those of interviews;

• evaluate our phrase extraction approach such as tap-
ping into linguistic tools;

• differentiate between types of arrows or relationships
such as ontology (‘is a’, ‘includes’), constraint (restric-
tion of the application of the concept), cause-effect or
negation thereof;

• develop intermediate steps between depiction and anal-
ysis to identify and add semantic meaning into the
maps;

• conduct further analysis including co-occurence ma-
trix, cognitive distance, cluster analysis, multidimen-
sional scaling and hierarchical cluster analysis;

• develop a composite conceptual map.
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Table 3: Degree of vertices for Q1

P Concepts (degree)

1 personal information (7), person (4), broadcast (4), IP address (3), privacy online (3)
2 data (6), privacy online (4), person (4), unauthorised people (3), stolen (3)
3 data (10), people (5), person (3), inviolable right (3), privacy online (3), unauthorised (3)
4 data (5), person (4), website and service (4), privacy online (3), people (3)
5 information (6), person (5), a right (3), website (3), people (3)

Table 4: Degree of vertices Q2

P Concepts (degree)

1 person (11), unknown (9), known (5), personal information (4), people (4), website online (3),
somebody (3), money (3)

2 person (11), online (6), friends (6), information (4), other (3), profile (3)
3 person (12), friends (4), internet connection (3), SNS (3)
4 person (9), sensitive information (4), shopping (3), TV and movies (3), MTurk (3)
5 person (6), social reach (5), people (3)

Our research plans as elaborated in [8] also include inves-
tigation of reasoning within mental models such as inductive
or deductive modes and the dual-process models.
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