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ABSTRACT

In this paper we describe the design and evaluatiorinti-
Phishing Phil, an online game that teaches usens gabits to
help them avoid phishing attacks. We used learrsn@nce
principles to design and iteratively refine the gaWe evaluated
the game through a user study: participants westedeon their
ability to identify fraudulent web sites before aafter spending
15 minutes engaged in one of three anti-phishirajnitig
activities (playing the game, reading an anti-pimghutorial we
created based on the game, or reading existingi@rfiaining
materials). We found that the participants who ethyhe game
were better able to identify fraudulent web sitespared to the
participants in other conditions. We attribute theffects to both
the content of the training messages presentdteigame as well
as the presentation of these materials in an ictigea game
format. Our results confirm that games can be fet&fe way of
educating people about phishing and other secatticks.

Categories and Subject Descriptors
D.4.6 Security and protection, H.1.2 User / Machsystems,
H.5.2 User interfaces

General Terms
Design, experimentation, security, human factors

Keywords

Phishing, usable privacy and security, interactiearning,
learning science, security user education, and gaesgn,
development and testing

1. INTRODUCTION

Phishing is a kind of attack in which criminals sg®ofed emails
and fraudulent web sites to trick people into givimp personal
information. Victims perceive these emails as assed with a
trusted brand, while in reality they are the workcon artists
interested in identity theft [18]. These increagngpphisticated
attacks not only spoof email and web sites, but taa also spoof
parts of a user’'s web browser [17].

Copyright is held by the author/owner. Permissiomtake digital or
hard copies of all or part of this work for persbaaclassroom use is
granted without fee.
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Phishing is part of a larger class of attacks kn@srsemantic
attacks Rather than taking advantage of system vulnetiaisil
semantic attacks take advantage of the way hunmesact with
computers or interpret messages [33], exploitinffedinces
between the system model and the user model [34]thé
phishing case, attacks exploit the fact that utrd to trust email
messages and web sites based on superficial caesadtually
provide little or no meaningful trust information][ [17].

Automated systems can be used to identify somelfiiant email
and web sites. However, these systems are not etehpl
accurate in detecting phishing attacks. In a restrmy, only one
of the ten anti-phishing tools tested was ableawectly identify
over 90% of phishing web sites, and that tool atsmrrectly
identified 42% of legitimate web sites as fraudul@9]. It is also
unlikely that any system will ever be completelycaate in
detecting phishing attacks, especially when deiactiequires
knowledge of contextual information. While it maksEnse to use
automated detection systems as one line of defeysenst
semantic attacks, our philosophy is that there wiill remain
many kinds of trust decisions that users must noaikéheir own,
usually with limited or no assistance. The goabof research is
not to make trust decisions for users, but ratieedevelop a
complementary approach supportusers so that they can make
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Figure 1: Anti-Phishing Phil game screen. Phil, themall fish
near the top of the screen, is asked to examine thHRL next to
the worm he is about to eat and determine whethet is
associated with a legitimate web site or a phishingjte. Phil’s
father (lower right corner) offers some advice. Thegame is
available at: http://cups.cs.cmu.edu/antiphishing_hil/
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better trust decisions. More specifically, one gofabur research
is to find effective ways to train people to idéntand avoid
phishing web sites.

In this paper we present the design, implementatiand

evaluation of Anti-Phishing Phil, a game we devehkbpo teach
people how to protect themselves from phishingcktta Anti-

Phishing Phil teaches people how to identify plighlURLS,

where to look for cues in web browsers, and howsde search
engines to find legitimate sites. In Section 2, weesent
background information and related work on why pedgall for

phishing, and approaches to protecting them. Inti@ed, we
describe the design of Anti-Phishing Phil, and enéghe ways in
which we applied learning principles in designitg tgame. In
Section 4, we present the methodology we used &uate the
game. In Section 5, we present the results of aatuation,

which shows that the game is more effective thanotarial we

created or existing online training materials aicteng people to
identify phishing web sites accurately. We discties effect of
anti-phishing training in Section 6. Finally, weepent our
conclusions in Section 7.

2. BACKGROUND AND RELATED WORK

In this section, we present background on antitphgsresearch,
why people fall for phishing, and approaches tdguting people
from falling for phishing attacks.

2.1 Anti-phishing research

Previous work on phishing falls into three categgristudies to
understand why people fall for phishing attacksld4do protect
people from such attacks, and methods for traip@gple not to
fall for phishing attacks.

2.1.1 Why people fall for phishing

Downs et al have described the results of an irenand role-
playing study aimed at understanding why peopld&dalphishing

emails and what cues they look for to avoid sut¢hcks. There
were two key findings in their work. First, whilerae people are
aware of phishing, they do not link that awarenestheir own

vulnerability or to strategies for identifying phiag attacks.
Second, while people can protect themselves fromiliéa risks,

people tend to have difficulties generalizing wktaty know to

unfamiliar risks [7].

Dhamija et al showed twenty-two participants twemgb sites
and asked them to determine which were frauduRatticipants
made mistakes on the test set 40% of the time.alitteors noted
that 23% of their participants ignored all cuestlie browser
address bar and status bar as well as all sedndtgators [5].
This study did not present users with the email sagss that
might lead users to visit the web sites presergedt provides no
data on whether users pay attention to, or how ih&srpret,
email cues.

Wu et al. studied three simulated anti-phishinglkdas to
determine how effective they were at preventingraisieom
visiting web sites the toolbars had determined ¢offaudulent.
They found that many study participants ignored paessive
toolbar security indicators and instead used thesscontent to
decide whether or not it was a scam. In some gaasdiipants
did not notice warning signals, and in other cabey noticed
them but assumed the warnings were invalid. In lovisup
study, the authors tested anti-phishing toolbaas phoduced pop-

up warnings that blocked access to fraudulent wids suntil

overridden by the user. These pop-up warnings estitite rate at
which users fell for fraudulent sites, but did naimpletely
prevent all users from falling for these sites. Thathors
concluded that Internet users are not very goothtatpreting

security warnings and are unfamiliar with commonispimg

attacks, and recommended educating users abouteoséfety
practices [36].

Our work builds on these previous studies. We ipotated many
of the lessons learned from this past work into game. For
example, we teach people not to trust the contetiteoweb page
but examine the URL instead. Our evaluation methagois also
closely based on Dhamija et al.’s work [5].

2.1.2 Tools to protect people from phishing
Anti-phishing services are now provided by Interrsgrvice
providers, built into mail servers and clients, avdilable as web
browser toolbars. However, these services and toolsnot
effectively protect against all phishing attacks, atackers and
tool developers are engaged in a continuous arms [a9].
Furthermore, Internet users who are unaware of phishing
threat will be unlikely to install and use an apltiishing tool, and
may ignore warnings from anti-phishing tools praddby their
ISPs or built into their web browsers. Even usehns wnderstand
anti-phishing warnings may ignore them [36]. Whewssible,
anti-phishing tools should be applied, but—as notedthe
introduction—there will always be cases where pedphve to
make trust decisions on their own.

Other research has focused on the developmentotsf to help

users determine when they are interacting witlustéd site. Ye et
al. [37] and Dhamija and Tygar [4] have developedtqtype

“trusted paths” for the Mozilla web browser thaé atesigned to
assist users in verifying that their browser haslena secure
connection to a trusted site. Herzberg and Gbava Haveloped
TrustBar, a browser add-on that uses logos andimgsro help
users distinguish trusted and untrusted web sligf Dther tools,
such as PassPet and WebWallet, try to engage geegjuiring

them to interact actively with the tool before gigiout sensitive
information [34], [35], [38]. However, even theselwions

ultimately rely on the user’s ability to make thght decision. In
addition, these approaches require either end-usefs servers,
or both to install special software. In contrast; waining method
only relies on teaching people what cues to loakifioexisting

web browsers.

2.1.3 Anti-phishing education

Despite claims by security and usability expertsat thuser
education about security does not work [9], therevidence that
well designed user security education can be effe¢22]. Web-

based training materials, contextual training, a@mhbedded
training have all been shown to improve users’ightb avoid

phishing attacks.

A number of organizations have developed onlindning
materials to educate users about phishing [8],[Iril]a previous
study, we tested the effectiveness of some of thasiéne
materials and found that, while these materialdccba improved,
they are surprisingly effective when users actuahd them [21].

Several studies have adoptedc@ntextual trainingapproach in
which users are sent simulated phishing emails hg t
experimenters to test users’ vulnerability to phighattacks. At



the end of the study, users are given materialsitiiarm them
about phishing attacks. This approach has been insstudies
involving Indiana University students [16], Westiftocadets
[12], and New York State employees [30]. In the Néavk State
study, employees who were sent the simulated pigskmails
and follow-up notification were better able to alaubsequent
phishing attacks than those who were given a paghgbhtaining
information on how to combat phishing.

A related approach, callenbedded trainingeaches users about
phishing during their regular use of email. In aeyous
laboratory experiment to evaluate our prototype eshled
training system, we asked our participants to rplay and
respond to the messages in an email inbox thatded two
training emails designed to look like phishing dmailf a
participant clicked on a link in a training emaile immediately
presented an intervention designed to train themtmdall for
phishing attacks. We created several interventiesigthhs based
on learning sciences, and found that our intereastivere more
effective than standard security notices that conigsaemail to
their customers [22].

We designed our
embedded training approach, which trains peopldenthiey are
performing their primary task (checking email). ukers are
interested in devoting some additional time to nésy more

about phishing, they can play the Anti-Phishingl Rjaime. The
embedded training approach trains users to idergHishing

emails, while the game teaches users to identifghitg web

sites. The game emphasizes that phishing web Gites can be
identified by looking at their URLs, and teachesmsabout the
various parts of a URL. This training may also he§ers analyze
URLSs in suspicious email messages.

3. DESIGN OF ANTI-PHISHING PHIL

In this section we present: the objectives of theng; learning
science principles that we applied in designing ¢fame; the
story, mechanics, and technology of the game; asdlts from
some of the pilot studies that we conducted, a#tavated on the
game design.

We used an iterative design process to developgémee. Our
early iterations made use of paper and Flash pqoéstto explore
various design alternatives. After a great degplaf-testing and
feedback from our research group, both on the oconté the

game (what to teach) and the game design itsatémtation), we
developed a working prototype that we tested wittua users.
We then iterated on the design several more tirasedon user
feedback and behavior, focusing on improving theme@a
mechanics and messages. Finally, we created a paighed

look and feel using attractive images and entisiognds.

3.1 Game Design Principles

In this section, we present the objectives for glaene and the
learning science principles that we applied in ienpénting these
objectives.

Our objective in developing the anti-phishing gawes to teach
users three things: (1) how to identify phishingl$R(2) where
to look for cues for trustworthy or untrustworthites in web
browsers, and (3) how to use search engines tolégiimate
sites. We believe that search engines can be antigé tool in
identifying phishing web sites. For example, useus search for a

anti-phishing game to complemerg th

brand name in a search engine and see whetherinthehiat
appears in the top search results is the same Estemtially
suspicious link received in an email. By far, thp tearch engine
results are legitimate web sites [40].

To achieve the above-mentioned objectives, we egplieveral
learning science principles to the game designrriieg sciences
theory suggests that training will be effectivetlife training
methodology is goal-oriented, challenging, contaktuand
interactive [31]. In goal-oriented training, learadave a specific
goal to achieve and in the process of achievinggtied they are
challenged and trained. Training is most effectiibe materials
are presented in a context users can relate toif dne materials
are presented in an interactive form. There alsst®a large body
of literature on the effectiveness of games forenactively
teachingconceptuabnd proceduralknowledge [13]. Conceptual
knowledge is knowledge about concepts or relatimssthat can
be expressed as propositions (e.g., URLs havetaqmiopart and
a domain name part). In contrast, procedural knogéde(also
referred as declarative knowledge) is the steptég-gEnowledge
that one uses to solve a given problem (e.g., ctieekJRL in the
address bar, and if it contains an IP addressas,aye likely
visiting a phishing site) [2]. The Anti-Phishing iPgame conveys
both conceptual and procedural knowledge. Resaartdarning
science has established that interactive envirotesnanparticular
games, are one of the most effective training nughand are
highly motivational for users, especially when thaghere to
design principles for educational games [13], [3[B2]. We
applied three learning science principles to th&gieof the Anti-
Phishing Phil game: reflection, story-based ageiind
conceptual—procedural.

Reflection principle. Reflection is the process by which learners
are made to stop and think about what they arailegr Studies
have shown that learning increases if educationaies include
opportunities for learners to reflect on the nevowledge they
have learned [6]. This principle is employed in amti-phishing
game by displaying, at the end of each round,teofisveb sites
that appeared in that round and whether the useeatty or
incorrectly identified each one (as shown in FigRyeThis helps
users reflect on the knowledge gained from the dothey just
completed.

Story-based agent environment principle Agents are characters
that help in guiding learners through the learnimgcess. These
characters can be represented visually or verkailg can be
cartoon-like or real-life characters. The storydshsagent
environment principle states that using agents as @ story-
based content enhances learning. We applied thisiple in the
game by having the user control a young fish naRtafj who has
to learn anti-phishing skills to survive. Peoplarte from stories
because stories organize events in a meaningfolefrerk and
tend to stimulate the cognitive process of the eedd0], [25].
Studies have demonstrated that students in stagebagent
conditions perform better in learning than in néorgbased
agent conditions [24], [28].

Conceptual-Procedural principle. This principle states that
conceptual knowledge and procedural knowledge émfte one
another in mutually supportive ways and build in iterative
process [19]. In the first version of our game, t@aght users
specific procedural tips such as “URLs with numbarshe front
are generally scams,” or “a company name followgd thyphen



is generally a scam.” We did not teach any con@nowledge
in the game. Users were able to remember the puoaktips, but
without a full conceptual understanding of URLs.nkle, some
users applied the lessons learned from the ganwereutly. For
example, some users misapplied the rule about tiPeases and
thought www4.usbank.com was a phishing site bectwséRL
contained the number 4. Other users misapplied rbkie
“company name followed by hyphen usually means & iscam”
to web-da.us.citibank.corfa legitimate site)in the most recent
version of our game, we added conceptual knowlefddRLs,
explaining the different parts of an URL and whiérts are the
most important.

We also applied this principle by providing infortiom about
how to search for a brand or domain and how tod#ewihich of
the search results are legitimate (procedural kedge) after
mentioning that search engines are a good methodetatify
phishing web sites (conceptual knowledge). In thigy, we
present conceptual and procedural knowledge itelsti

3.2 Game Description
Here, we describe our game in three parts: stoeghamics, and
technology.

3.2.1 Story

The main character of the game is Phil, a yourtgfisng in the

Interweb Bay. Phil wants to eat worms so he camgrp to be a
big fish, but has to be careful of phishers thatartrick him with

fake worms (representing phishing attacks). Eachrmwas

associated with a URL, and Phil’s job is to eattladl real worms
(which have URLs of legitimate web sites) and remtthe bait
(which have phishing URLS) before running out ahdi The
other character is Phil's father, who is an expmréel fish in the
sea. He occasionally helps Phil out by giving Ploiine tips on
how to identify bad worms (and hence, phishing wits).

3.2.2 Mechanics

The game is split into four rounds, each of whighwo minutes
long. In each round, Phil is presented with eigbtms, each of
which carries a URL that is shown when Phil movearrit (see
Figure 1). The player uses a mouse to move Philratahe
screen. The player uses designated keys to “eattahl worms
and ‘“reject” the bait. Phil is rewarded with 100irgse if he
correctly eats a good worm or correctly rejectsad bne. He is
slightly penalized for rejecting a good worm (fajsesitive) by

losing 10 seconds off the clock for that round. ideseverely
penalized if he eats a bad worm and is caught lishpts (false
negative), losing one of his three lives. We depetbthis scoring
scheme to match the real-world consequences ohdallor
phishing attacks, in that correctly identifying Iread fake web
sites is the best outcome, a false positive therskdest, and a
false negative the worst. The consequences of<adtions are
summarized in Table 2.

Table 2: This table shows the scoring scheme and
consequences of the user’s actions (through Phil)

Good worm

Phishing worm

Phil Eats Correct, gains 100

points

False negative, gets
phished and loses life

EOIINREIEWE False positive, loses

10 seconds

Correct, gains 100
points

There are four rounds in the game, each one hahder the
previous and focusing on a different type of deiwept/RL. Table
1 shows the focus of each round. Our implementaeeacts eight
URLs from a pool of twenty for each round, incluglih2 URLs
consistent with the round’s focus. The eight URUsstrate
concepts from other rounds to maintain continuitgtween
rounds.

To make the game more engaging and challengind, Halsi to
avoid enemy fish while moving around the screerRhil comes
in contact with an enemy, it eats him and he Iasdide. Early
versions of the game included several fast-movingnges in
each round. However, we found that players becdsteadted by
the enemies and had trouble learning. We reducedtimber of
enemies to one and made them slower so that thetynai
interfere with learning in later versions of therga

Players have to correctly recognize at least stxodbeight URLs
within two minutes to move on to the next round.lésg as they
still have lives, they can repeat a round untilyttaee able to
recognize at least six URLs correctly. If a plaj@ses all three
lives the game is over. The game includes brigfrials before
each round and end of round summary, as showrguré&i3.

3.2.3 Technology
The game is implemented in Flash 8. The contentHfergame,
including URLs and training messages, are loadaut f1 separate

Table 1: Focus of each round of the game with exargs

Round# Focus Examples Bumper Sticker Message
IP address . . . . .
1 URLS http://147.46.236.55/PayPal/login.htmtDon't trust URLs with all numbers in
the front”
2 Sub domain o “Don't be fooled by the word
UE&LS : http://secure-signin.ebay.com.ttps.us/ ebay.com in there, this site belongs to
ttps.us.”
o “A company name followed by a
3 Slmllar. and http:/Awww.msn-verify.com/ hyphen u_sually means it is ascam sife”
deceptive htto:/Aww.ebav-accent. com/login.of “Companies don't use security related
domains P: -ebay pL gin-p H«eywords in their domains”
4 All previous
methods eBay sites combining all of above.
together




data file at the start of the game. This providesvith a great deal
of flexibility and makes it easy to quickly updatee content. In
each round of the game, four good worms and foushiig
worms are randomly selected from the twenty URLshia data
file for that round. We also use sound and graptiosngage the
user better. This includes sound effects to provalback on
actions, background music, and underwater backgrsuanes.

3.3 Training Messages

In this section, we discuss details about the itngimessages that
were shown to the users, and the presentation esietlraining
messages.

3.3.1 What to teach

Our main focus is to teach users how to identifisiping URLS,
where to look for cues in web browsers, and howsde search
engines to find legitimate sites.

To teach users to distinguish phishing URLSs frogitimate ones,
we first sampled a representative list of phishiiigLs from the
millersmiles.co.uk phishing archive [27], and orgad them into
three categories: IP-based phishing URLs, long URlith sub-
domains), and similar and deceptive domains. Nextdesigned
training messages for each type of URL. We iteratadthese
messages using the philosophy that they should dssages one
could place on a bumper sticker on a car. For elanipr IP-
based phishing URLs, we teach “Don’t trust URLSs hwll
numbers in the front.” Table 1 shows a list of bemgticker
messages in the game. To teach users where tddpoles in the
browsers, we created a tip that highlighted thevsey’'s address
bar. To teach users how to use search enginesdddgitimate
sites, we originally used help messages from Pfatser during
the game play. However, as will be discussed inntiad section,
we found that this was not very effective, so wedua tutorial in
between rounds instead.

3.3.2 Where to teach them

Training messages are embedded in the followingeglan the
game: (1) feedback during the game, (2) help messdgpm

Phil's Father during the game, (3) end of the rosodre sheets,
and (4) anti-phishing tips in between rounds.

Feedback during the game:When Phil eats a good URL or
rejects a phishing one, we provide some visuallfaekl such as
“yummy” and “got ya” to tell Phil that he got itgit. When he
eats a phishing URL, he gets phished and is drgwward by a
fishing line and hook. At this point, Phil's fathprovides a short
tip explaining why the URL is a phishing URL.

Messages from Phil's Father's:Phil can also ask his father for
help at any time (by pressing T in the game). Hithdr will
provide hints as to what to look for to differet¢iagood worms
from bad ones. Phil's father will also occasionalse a “search
engine” and tell Phil the results of the searcheasn the URL.
This is to show Phil how to use a search enginggnyp to
determine the legitimate domain name for a compahis also
provides the information players need to determihether to eat
or reject a worm, even if they do not know what thgitimate
domain name is for a particular company. In ptledts of the
game, we found that not many users used this gpsiaggesting
that this may not be the most effective way towdltraining.

End of round score sheets:We provide players with an
opportunity to reflect on what they learned at #ral of each

round with a score sheet, as shown in Figure 2s Hareen

reviews the URLs used in that round, indicates tmaeobr not the

player identified each URL correctly, and displagstip that

explains how to figure out whether the URL is legdte. In our

pilot and user study, we found that people ofteznsja great deal
of time on this screen looking over the things thagsed. This
applies the reflection principle described in SattB.1.

In-between round tutorials: In previous iterations of the game,
we focused solely on teaching people how to disodte
between legitimate and phishing URLs. However, vbseoved
that people needed more scaffolding to help themerstand
issues like what to look for in the web browserd amow
specifically they could use search engines to faal sites. In our
current iteration, we added several short tutorissveen each
round to teach them these kinds of topics. This liepp
conceptual-procedural principle described in Sec8d..

3.4 Pilot Test

We pilot tested our game with eight users recrultgdposting
flyers around the Carnegie Mellon University campie tested
our participants’ ability to identify phishing wedites from a set
of real and phishing web sites before and afteyipiathe game.
The study is a think aloud study where participaatked about
strategies they use. The results were encourairtghighlighted
some areas where the game needed improvements.

We found that the game was somewhat effectiveaahiag users
to look at the URL in their browser’s address baew evaluating
a web site. Users looked at the address bar whalnating 14%
of the web sites before playing the game and 41%efveb sites
after playing the game. The false negative rateedsed from
31% to 17% after users played the game. However,false
positive rate increased from 37% to 48%, in paré do users
misinterpreting the URLSs they examined.

We observed that users learned some of the URLerkelzoncepts
we tried to teach, but not all of them. For exampi®st users

ROUND OVER

Congratulations! You May Proceed to the Next Round

(/) cormect chaice ( I ) incorrect cholce

o (htip:i0xd3.0xba.0x8a.0x03/chase.com!

SCAN ALERT! URLS with all numbers in the front are usually scam.

-/

o (_nttpziwww.citizensbank.com citizensbank com belongs to Citizens Bank:

o (httpzivww.msn.com ) ifyou are not familiar with this site, google “msn”

o (htip:/80.157.192.106! www.bankofthewestcom/ ) SCAM ALERT! URLS with all numbers in the front are usually scam
o (iipii202.57.285.17 T/ciizensbank.comindexphp ) SCAM ALERT! Donttrust URLS with all numbers in the front
o (http:iwww.ebay.com ) www.ebay.com isthe home page of the auction site eBay.
3 Crttp:liwww. msn-verify.com/ ) SCAM ALERT! keywords such as verify, update in the domain usually means it
is scam,
¥ (ntips:iwww3.nationalgeographic.com/ ) Dontbe fooled by the www3, this site belongs to nationalgeographic com
NEXT ROUND

Figure 2: “Round over” screen. This screen reviewthe
URLSs shown in the round with an indication as to wich
ones the player identified correctly. The screen ab shows a
tip to figure out whether the URL is legitimate. This helps
provide an opportunity for self-reflection.
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Figure 3: Flow of the game: from left to right: the general lessons, the game, and the score. In thenge section users played the
game and learned about the URL. In the score shedhey got reflect on what they learned, finally themessages teach further tips.

seemed to understand that URLSs that have all nusnibehe front
are usually a sign of scam. However, many userddcoot
properly parse a long URL and did not seem to wtdad that
the most important part of the URL is the right thaside of the
domain name. This led them to
wellsfargo.com.wfcnet.nets a legitimate sitand scgi.ebay.com
andonlineastl.bankofamerica.coas phishing sites.

We also observed that some users applied the ledsanned
from the game incorrectly. For example, some usgsapplied
the rule about

the number 4. Other users misapplied the rule “@mpmame
followed by hyphen usually means it is a scam” veb-
da.us.citibank.com.

Finally, many participants used wrong strategieddtermine the
web site legitimacy. For example, one common ggsat®nsisted
of checking whether the web site was designed psadeally.
However, this is not a useful strategy as manytphds sites are
exact replicas of professionally designed legitemasites.
Although participants adopted this technique lesguently after

mis-identify

IP addresses (in Table 1) and though
www4.usbank.comwas a phishing site because the URL contained

the game, some of them still employed a varianthaf strategy
while using a search engine: they compared thesites’ design
(logos, colors) and the exact match of the URL eétetmine the
legitimacy. We believe this is due to users notwking exactly

what to look for to determine web site legitimackiem they use
search engines. To summarize, from the pilot testolvserved
that it is insufficient to teach users how to ldok in the URL.

We modified our game according to the lessons &hfrom the
pilot testing.

3.5 Modified Game

We realized that the initial version of the gameued almost
entirely on procedural knowledge. However, someceptual

knowledge about the parts of a URL might have hklpsers
avoid some of the mistakes they made. We added ad®im
messages in between each round of the game tosadstvene of
the problems we observed in the pilot study. Thesssages
teach users about the parts of URLs, how to usai@ls engine to
check a suspicious URL, and common tricks useddaynsweb

sites. We designed these messages in a storyelik@f, in which

Phil's father teaches him about URLs at home betwgecan

Table 3: List of training messages in between rours] these information helped users to perform betteand connect these
information with the information presented when they were playing the game

# of
printed

In Between Round Tip

EES

Concepts

How to do it?

Tip 1: Don't forget 1 - Highlight and point to the address bar in the
about the URL. browser.
Tip 2: The Middle part - Highlight the different parts of the URL (Prefix,| - Look at the text between tinétp:// and
of the URL tells you the 5 address and file name). the first/. The text before the firdt(this
name of the site. might be with a .com or .org) is the
main domain name.
Tip 3: When in doubt, - A search engine is a useful tool to check the | - Type the domain name or the
use a search engine! 6 legitimacy of a web site. organization name into Google search
engine. The top result is usually
legitimate website.
Tip 4: Know the - Scammers register domains similar to real sites- Design and logos can be spoofed. Links
enemies’ tricks! - They copy logos and contents from real sites tp  in the fraudulent website might take tg
1 draw you attention. legitimate website.
- They request sensitive information.
- They point all links to real sites to deceive you




flow to {Ivoid Onling Scams!

The most imporant
part is the Address! It
begins after ;// and
ends with the next /.

gi-bin/citf/portalL.do - Go

I got it! the Address ends
with the FIRST / , so it is
web.da-us.citibank.com.

Figure 4: An example training message in between vnds.

In this message, Phil's father (left) teaches Phffight) how to

identify different parts of a URL and which parts are
important.

explore Interweb Bay on his own. Table 3 presemesssummary
of the training messages that were provided taiffeg in between
rounds, and Figure 4 gives a screenshot of ondeftraining
messages.

4. EVALUATION METHODOLOGY
In this section, we describe the methodology wel usetest the
game for its effectiveness in training users.

4.1 Study design

We based the design of our user study on Dhamigd.’ststudy,
trying to recreate their experiment as much asiples¢however,
the original materials for Dhamija’s study have mdest) [5].
Participants were given the following scenario: tivdhave
received an email message that asks you to clicloran of its
links. Imagine that you have clicked on the links®e if it is a
legitimate web site or a spoofed web site.” We tipeesented
participants with ten web sites and asked thentate svhether a
web site was legitimate or phishing, and to tellhasv confident
they were in their judgments (on a scale of 1 taliere 1 means
not confident at all, and 5 means very confidefsier evaluating
the ten URLSs, participants were given fifteen masuto complete
an anti-phishing training task. Finally, participgrwere shown
ten more web sites to evaluate. After finishingsteivaluation,
participants were asked to complete an exit survey.

We selected twenty web sites (shown in Table 5})est our
participants’ ability to identify phishing web sitéefore and after
training. Ten of the sites we selected were phgstsdites from
popular brands. The other ten were legitimate wiéds Srom
popular financial institutions and online merchards well as
random web sites. We divided the twenty web sitgs iwo
groups (A and B), with five phishing sites and flegitimate sites
in each group. We randomized the order in whichtitegroups
of URLs were presented so that half the participaaiv group A
first, and half saw group B first. We hosted théshing web sites
on the local computer by modifying the host DN&.fiThus, our
participants were not actually at risk and we walée to show
them phishing sites even after they had been tekam.

We told participants that they could use any meargetermine a
web sites’ legitimacy other than calling the companve also let

participants use a separate web browser if theytedarwithout

prompting them about how or why this might be useBome

participants used this other web browser to acaes=arch engine
to help determine whether a web site was legitinsateot. We

used Camtasia Studio [3] to record our participaotsnputer

screens and spoken comments.

We used a between-subjects experimental desigredb three
training conditions:

Existing training material condition: In this condition,

participants were asked to spend fifteen minuteding

eBay’'s tutorial on spoofed emails [8], MicrosoftSecurity

tutorial on Phishing [26], the Phishing E-card frdine U.S.

Federal Trade Commission [10], and a URL tutoniahf the

MySecureCyberspace portal [29]. We reused the itmgin
material condition from our previous study as ataargroup

[21].

Tutorial condition : In this condition, participants were asked
to spend up to fifteen minutes reading an antitghig tutorial
we created based on the Anti-Phishing Phil gameinslede
this condition to test the effectiveness of thantrey messages
separate from the game. The tutorial included puitst of all
of the between-round training messages. It alsludead lists
of the URLs used in the game with explanations aldich
were legitimate and which were phishing, similar ttee
game’s end-of-round screens. The 17-page tutoriab w
printed in color. We designed the tutorial to rebEmthe
game as closely as possible.

Game condition: In this condition, participants played the
Anti-Phishing Phil game for fifteen minutes.

This study was conducted in two phases, separajedivb
months. For the existing training materials cormditi we used
data collected during a previous study in Septen#f6 that
measured participants’ improvements after readingstiag

Table 4: Participant demographics in each condition

Existing

Training Tutorial Game

WECHE] Group Group
Gender
Male 29% 36% 50%
Female 71% 64% 50%
Age
18-34 93% 100% 100%
>34 7% 0% 0%
Education
High School 14% 7% 7%
College Undergrad 50% 78% 50%
College graduate 14% 7% 21%
Post. Graduate school 21% 7% 21%
Years on the Internet
3- 5 years 23% 23% 14%
6-10 years 69% 70% 78%
> 11 years 8% 7% 7%




training materials, as compared with a control gralat spent
fifteen minutes playing solitaire [21]. For theduial and game
conditions participants were recruited in Febru&Q07 and
randomly assigned to these groups. The same proeedvere
used in September and February for recruiting, eséng, and
conducting the experiments, although it is possibl the five
month delay between the two phases of the expetimgnduced
some selection bias..

4.2 Participant Recruitment and

Demographics

In this section, we present the process that wd urseecruiting
participants for the study; we also describe theagaphics of
the participants.

We recruited fourteen people for each conditionflyiars posted
around campus, and with recruitment email on usityebulletin
boards, and on craigslist.com. We screened paatitsp with
respect to their knowledge of computers in geneaahing to
recruit only participants who could be consideredn-experts.”
We recruited users who answered “no” to two or mofehe
following screening questions: 1) whether they badr changed
preferences or settings in their web browser, 2¢tivr they had
ever created a web page, and 3) whether they had halped
someone fix a computer problem. These questions kewed as
good filters to recruit non-experts in other phigfrelated studies
[71, [22]. A summary of demographics is shown irblEa4.

5. RESULTS

In this section, we present the results from ther $udy. We
found that participants in the game condition penfed better
than the other two conditions in correctly ideritify the web
sites. We also found that there was no signifiadifference in
false negatives among the three groups. Howevemdlhticipants
in the game group performed better overall thandtier two
groups.

In this section we present results regarding theretation
between demographics and susceptibility to phishinger
performance, user confidence rating, user feedbacH, places
where game can be improved.

5.1 Correlation between Demographics and
Susceptibility to Phishing

We found no significant correlation between thetipgrants’
performance (measured by total correctnesss) amdeggrho = -
0.2, n = 42, p = 0.19), age (spearman rho = 0.608,42, p =
0.96), education (spearman rho = 0.06, n = 42,(768), race
(spearman rho = 0.13, n = 42, p = 0.406), numbéroofs spent
online per week (rho = -0.10, n = 42, p =0.588)heédtstudies
have also found no correlation between these deapbigrs and
susceptibility to phishing [4], [6]. The score isogitively
correlated with years on the Internet (rho = 0.34% 42, p =
0.031).

5.2 User Performance

We measured the effectiveness of user trainingkayneing false
positives and false negatives as well as the fmatentage of
correct sites identified before and after the tAdalse positive is
when a legitimate site is mistakenly judged as ialphg site. A
false negative is when a phishing site is incolygatiged to be a
legitimate site.

Our game condition performed best overall. It penfed roughly
as well as the existing training material conditinrierms of false
negatives, and better on false positives. Theialtoondition also
performed better than the existing training matenaterms of
false positives and total correctness. HoweveseaHhatter results
were not statistically significant.

Post test false negative rates in all three grolggseased
significantly from the pre test values. For thesérig training

@ pre test
0.43 W post test

0.5 4

0.4 ) 0.34
0.3 -

0.2

False Negative Rate

Existing training Tutorial Game

materials

Figure 5: False negative rates. N = 14 in all contithns. The
existing training material performed best on falsenegatives.
However, the difference is not statistically signi€ant.

o pre test
0.41 | post test

0.30 0.27 0.30

False Positive Rate

Tutorial Game

Existing training
material

Figure 6: False Positive Rate. N =14 in all contibns. The

false positives increased in the existing materiatsondition,

and decreased in both the tutorial and game conditin, with
the game condition showing the highest reduction

» @ pre test
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s

8 0.8 0.74
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Tutorial Game

Existing training
material

Figure 7: Total correctness for the test groups. ¥ 14 in all
conditions. The game condition shows the greatest
improvements.

materials condition, the false negative rate fedhf 0.38 to 0.12
(paired t-test: p1=0.38, pu2=0.12, p = 0.01); foe ttutorial

condition, it changed from 0.43 to 0.19 (pairedtt p1=0.43,
pn2=0.19, p < 0.03); for the game condition, it ajech from 0.34
to 0.17 (paired t-test: p1=0.34, u2=0.17, p <0.0}ere is no
statistical difference between the three groupsstimer the pre test
(oneway ANOVA, F(2,41)=0.52, p=0.60), or post tésheway



ANOVA, F(2,41)=0.81, p=0.45). These results are vahan
Figure 5.

Post test false positive rates decreased signtficam the game
condition (paired t-test: n1=0.30, u2=0.14, p <3).0rhe one-
way ANOVA revealed that false positive rates diffgr
significantly in the post tesE(2, 41) = 4.64p < .02). The Tukey
post-hoc test revealed that the game conditionsigraficantly
lower false positives than the existing trainingienials. No other
specific post-hoc contrasts were significant. Tégults are shown
in Figure 6.

Combining false positive and false negatives weivddr a
measure for the total correctness. We found inpib&t test that
the game condition performed better than the egstraining
material condition (2 sample t test, p<0.02). We ot find the
tutorial condition improvement to be significanteowthe existing
training material condition; however, this is liketlue to our
small sample size. These results are shown in &igur

5.3 User Confidence Rating

Users became more confident about their judgmefies the
game or the tutorial conditions. We did not obsehe existing
training material improving user confidence in atistically

significant way.

The average user confidence rating in the game itond
increased from 3.72 (variance = 0.09) to 4.42 araré = 0.10).
This change is statistical significant (pairedestt p < 0.001). In
contrast, user confidence in the existing trainingaterial
condition did not improve in a statistically signdnt way: the
average confidence rating was 4.18 pre test (vegian0.18) and
4.32 post test (variance = 0.15).

5.4 User Feedback

In the post test, we asked participants to measara 5- point
Likert scale how much they felt they had learnt Aod important
was the information they learnt. Ninety-three patasf the users
either agreed or strongly agreed that they hachézha lot (u =
4.21, std = 0.58), and 100% of them agreed or glyoagreed
that they had learned a lot of important informatia = 4.36
std=0.50). On a five point scale, we also askedhthe rate the
educational and fun levels of the game. Ninetyghpercent of
the user felt the educational value of the game weag good or
excellent (u=4.28, var = 0.61). Fifty percent ofe thusers
considered the fun level of the game as very gaoeixoellent (u
=3.7 var =0.78).

We asked similar questions about educational vahgefun level

Table 5: Percentage of total correct answers for #training group before and after the game

Pre Game Post Game
. Real / . % Correct %correct
Website Description
Spoof (average (average
confidence) confidence)
Paypal Real Paypal login page 83 (4.6) 100 (4.7)
2%2(“2; Real Bank of America home page; URL: onlineast.lofenkerica.com 66 (3.5) 100 (4.3)
Wellsfargo Faked Wellsfargo home page; layered informatiomest] sub domain
bank Spoof deception with URL online.wellsfargo.wfosec.net 83 (36) 87 (45
Citibank Real Citibank login Page; URL: web-da.iiank.com 83 (3.6) 75  (4.5)
Barclays Spoof  Faked Barclays login page; layenéatination request; IP address URL 83 (4.2 1@a.7)
AOL Spoof  AOL account update, deceptive domain rhgam 100 (3.3) 75 (3.4
Etrade Real Etrade home page 100 (4.0) 100 (4.3)
PNC Bank Spoof Bank_accour?t update_; pop-up window over the reaCBdnk web site; 66 (4.0) 50 (5.0)
security lock; requesting credit card number
eBay Real eBay register page; requesting lotsfofrimation 66 (4.2) 62 (4.0)
Halifax Bank Spoof  Halifax bank login page; deceptilomain halifax-cnline.co.uk. 83 (2.8) 100 .54
Card Financials Card Financial Online (part of MBNA); domain nanmssmothing to do
Online Real  ith MBNA. 50 (35 66 (49
Citicards Spoof  Citicard account update; lock omplage; requesting a lot of information 50 (4.0) 100 (4.6)
Chase online Real Online banking login page; URlaseonline.chase.com 100 (4.2) 100 (4.1)
Desjardins Real Account login page; unfamiliar fgrebank 50 (3.0) 83 (3.8)
Royal Bank of Sign in online banking page; layered informatioguest; URL has no
Canada Spoof resemblance with the bank. 37 (4.0 100 (4.1)
Chase Student Real Primitive looking page with §gaphics and links 37 (3.0 66 (3.7)
HSBC Spoof Internet banking login page; layeredrimfation request; IP address URL 50 (4.0) 100.0)(5
US Bank Real Online banking login page; URL: wwvghank.com 75 (3.5) 100 (4.6)
eBay Spoof  Faked eBay login page; IP address URL ®8) 100 (5.0)
PayPal Spoof Fake URL bar displaying the real Paypal URL; nguesting much 50 (3.2) 0 (4.0)

information




in the existing training material condition. Nindgtyee percent of
the users also felt the educational value of thstieg training

material was very good or excellent (u=4.28 var.59), where as
only twenty-nine percent of the users consideredftim level of

the existing training materials to be very goodegcellent (u =
2.8 var = 1.36).

5.5 Where the Game is Failing

We found that users in the game group and theialitgroup

performed worse when examining two websites. Tist fiebsite
is a fake address bar attack, where we showed aséraypal
website with the address bar spoofed. Six of theesuis the game
condition were unable to identify this attack iretipost test,
whereas only three users in the existing trainingtemal

condition fell for it. We hypothesize that users anore prone to
this kind of attacks because, after the traininigeyt look

specifically for clues in the URL, and if the cluesnfirm their

belief, they do not look further. (Luckily, currebtowsers now
address this kind of vulnerability.)

Two users also fell for the “similar domain attacter the game
condition, in which we showed them myaol.com forcamt

updates. This is an easy attack to identify if sisetice the large
amount of information requested, because of tlasam, none of
the users fall for it in the pre test. This problénghlights two

lessons: first, some users still have problems wattishing

domains that are similar to the real ones; secthay, tend to look
less for other clues other than the URL, and ifthiRL does not
raise suspicion, they do not look further.

6. Effect of Training: Learning versus

Increasing Alertness

In this section we describe how we make use of @ifetection

Theory (SDT) [1], [23] to gain insights into whethihe game
educated users about detecting phishing websitemaneased
their alertness.. SDT is a means to quantify thktyako discern

between signal (phishing websites in this case) awise

(legitimate websites in this case). To gain th&ght, we use two
measures: sensitivity (d’) and criterion (C). Sawigy is defined

as how hard or easy it is to detect if that taggietulus is present
from a background event. In the case of our usslystwe define
sensitivity to be the ability to distinguish phisbi websites
(signal) from legitimate websites (noise), whichtle distance
between the mean of signal and noise distributidhs. larger the
parameter d’, the better is the user at separdtiagsignal from
the noise. Criterion is defined as the tendencthefusers while
making a decision. Figure 8 shows that the critetine divides

the graph into four sections that correspond tee positives, true
negatives, false positives and false negatives.

We believe that, when presented with the trainimgiser may
shift the decision criterion (C) to the left, to bre cautious.
This might lead to fewer false negatives at theeegp of false
positives. Alternatively a user may learn to digtilsh the
phishing websites better, in which case therelélan increase in
d.

We calculated C and d’ for the participants in ager study,
Table 5 presents the results. We found that ireitigting training
material condition, the sensitivity increases fror81 in pre test
to 1.43 in post test. This increase is signifiq@art 0.05). We also
found that users became cautious after the trairwisgthe d’
changes from 0.03 in pre test to -0.51 in post(f@est0.025). This

result (users becoming more cautious) was also stywackson
et. al [17]. In contrast to the existing trainingterial condition,
the sensitivity increased from 0.93 to d’_post 82(p<0.025) in
the game condition. Also, the decision criteriod diot change
significantly (C_pre = 0.06, C_post = 0.06) in tieme condition.
This shows that the improvement in the performaiscdue to
learned ability to better distinguish phishing witdss and real
websites.

legitimate sites

(non signal) false positive

Probability

No, legitimate sites Yes, phishing sites

Figure 8: lllustration of Signal Detection Theory SDT) in our
application. We treat legitimate sites as “non sigal,” and
phishing sites as “signal.” The sensitivity (d’) masures users’
ability to discern signal from noise. Criterion (C) measures
users’ decision tendency. The effects of trainingoald be to a)
make the user shift the decision Criterion and thusncreasing
alertness; b) make users increase sensitivity, septing the
two distributions better and thus improving people’s ability to
distinguish between phishing and legitimate sitegr c) a
combination of both.

Table 6: Results from the Signal Detection Theoryralysis.
This shows that users had a greater sensitivity witAnti-
Phishing Phil, meaning that they were better ablea

distinguish between phishing and legitimate sites.
Consequently, users were able to make better de@ss in the
game condition compared to the users becoming comgative
in the other condition.

Sensitivity (d’) Criterion (C)

Pre Post Pre Post

test test Delta | test test Delta
Existing | 081 | 143 | 062| 0.03 | -051| -0.54
training * ok
materials

Anti- 093 | 202 | 1.09| 006 | 0.06 0
phishing ok
Phil

*p <0.05, *p < 0.025




7. CONCLUSIONS AND FUTURE WORK

In this paper, we presented the design and evatuaif Anti-
Phishing Phil, a game that teaches users not tdofaphishing
attacks. Our objective in developing the anti-pinighgame was
to teach users three things: (1) how to identifishbimng URLS, (2)
where to look for cues in web browsers, and (3) tmwse search
engines to find legitimate sites. In particulare thame teaches
users about identifying three types of phishing URIP based
URLSs, sub domain, and deceptive.

We conducted a user study in which we compared the [8]

effectiveness of the game with existing onlinerirag materials
and a tutorial we created based on the game. Wedfdhat
participants who played the game performed bett@demtifying
phishing websites than participants who completedtivo other
types of training. Using signal detection theorg also showed
that while existing online training materials ingse awareness
about phishing (which can help people avoid attpobsr game
also makes users more knowledgeable about tectmityeg can
use to identify phishing web sites.

Our results show that interactive games can bemipmng way of
teaching people about strategies to avoid falling hishing
attacks. Our results suggest that applying learngeience
principles to training materials can stimulate efffee learning.
Finally, our results strongly suggest that educptisers about
security can be a reality rather than just a my#j.[
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