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ABSTRACT
Text-based passwords are the most common mechanism for
authenticating humans to computer systems. To prevent users
from picking passwords that are too easy for an adversary
to guess, system administrators adopt password-composition
policies (e.g., requiring passwords to contain symbols and
numbers). Unfortunately, little is known about the relation-
ship between password-composition policies and the strength
of the resulting passwords, or about the behavior of users
(e.g., writing down passwords) in response to different poli-
cies. We present a large-scale study that investigates pass-
word strength, user behavior, and user sentiment across four
password-composition policies. We characterize the pre-
dictability of passwords by calculating their entropy, and
find that a number of commonly held beliefs about password
composition and strength are inaccurate. We correlate our
results with user behavior and sentiment to produce several
recommendations for password-composition policies that re-
sult in strong passwords without unduly burdening users.
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INTRODUCTION
To prevent attackers from predicting users’ text-based pass-
words, and hence impersonating users, system administra-
tors typically require that users select passwords according
to a password-composition policy designed to make users’
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passwords harder to predict. Such a policy may require, for
example, that passwords exceed a minimum length, that they
contain uppercase letters and symbols, and that they do not
contain dictionary words.

Unfortunately, it is difficult to define precisely the relation-
ship between the components of a password-composition
policy and the predictability of the resulting passwords, in
large part because of a lack of empirical data on passwords
and the policies under which they were created. Even the
best current guidelines for designing password-composition
policies, for instance, are based on theoretical estimates [4]
or small-scale laboratory studies (e.g., [12, 20]).

What makes designing an appropriate password-composition
policy even trickier is that such policies affect not only the
passwords users create, but also users’ behavior. For ex-
ample, certain password-composition policies that lead to
more-difficult-to-predict passwords may also lead users to
write down their passwords more readily, or to become more
averse to changing passwords because of the additional ef-
fort of memorizing the new ones. Such behavior may also
affect an adversary’s ability to predict passwords and should
therefore be taken into account when selecting a policy.

With this paper, we take a significant step toward improving
our understanding of how password-composition policies in-
fluence the predictability of passwords, as well as how they
affect user behavior and sentiment. We describe the results
of a two-part user study with more than 5,000 participants.
In the first part we required each participant to create a pass-
word under one of four different password-composition poli-
cies. In the second part we asked participants to recall their
passwords at least two days later. We also surveyed users
to capture their sentiment toward a password-composition
policy, as well as to to learn about their password-related be-
havior (e.g., whether and how they recorded the password).

Using the collected data, we characterize the predictability
of passwords created under various password-composition
policies by computing their entropy. Our results are the
first entropy estimates derived from a large-scale empiri-
cal study that allow for comparison of entropy across dif-
ferent password-composition policies. Combined with the



survey data we collected, we compare the effects of different
password-composition policies more comprehensively than
has been done previously, yielding a number of interesting
findings. For instance, we compared two password-composition
policies: one required only that passwords be at least 16
characters long; the other required at least eight characters
but also an uppercase letter, a number, a symbol, and a dic-
tionary check. According to the best available guidelines [4],
these two policies should result in passwords of approxi-
mately the same entropy. We find, however, that the 16-
character policy yields significantly less predictable pass-
words, and that it is, by several metrics, less onerous for
users. We believe this and other findings will be useful both
to security professionals seeking to establish or review password-
composition policies, and to researchers interested in exam-
ining how to make passwords more secure and usable.

In the next section, we provide background and survey re-
lated work. Next, we describe the methodology of our study,
followed by the demographics of our participants and an ex-
planation of how we analyzed our data. We then individually
describe the results we derive for password entropy and for
user behavior (including password-composition strategies,
password storage and memorability, user sentiment, and eco-
logical validity). We conclude with a discussion in which we
weave together the individual results to give a more complete
picture of the effects of different password-composition poli-
cies, and we also draw out the most significant findings.

BACKGROUND AND RELATED WORK
We evaluate tradeoffs between the empirical strength of pass-
words generated under a variety of password-composition
policies and the pain those policies cause users. Others have
examined similar tradeoffs. In a lab study, Proctor et al.
measured creation time, memorability, and crackability of
passwords under various composition policies, finding that
stricter policies can make passwords harder to crack but also
harder to create and remember. Overall, they found that
increasing minimum length was more effective than apply-
ing content constraints [12]. We collected similar data for a
much larger set of users, allowing us to estimate the entropy
associated with various password-composition policies.

Several studies report that if password-composition policies
are too demanding (e.g., when it is difficult to generate an
acceptable password, or when passwords must be changed
frequently), users will adopt coping strategies that can re-
duce both security and productivity [1, 7, 16, 18]. Vu et al.
found that generating passwords from the first letter of each
word in a sentence reduced vulnerability to cracking as com-
pared to traditional rules about including numbers, symbols
and capitals, but at some cost to memorability [20].

Florêncio and Herley report that stricter password-composi-
tion policies do not correlate with protection of high-value
assets, but instead with how well insulated organizations are
from customer service concerns [6]. Schechter et al. de-
signed a popularity oracle to replace traditional password-
composition policies with a tool that rejects passwords that
have already been selected by too many other users [13].

Others have attempted to quantify password strength using
real-world data, without examining the impact of policy re-
strictions. In 1989, 40% of 14,000 UNIX accounts were
cracked using guesses derived from associated usernames or
account numbers and dictionaries [2]. Florêncio and Herley,
reporting in 2007 on data collected from half a million Win-
dows Live users, calculated an average password strength of
40.54 bits, with stronger passwords associated with accounts
with higher apparent importance [5]. In 2010, Zhang et al.
found that 41% of passwords from a university system could
be cracked in under three seconds each, given knowledge of
expired passwords from the same account [22].

Similar studies have evaluated password characteristics us-
ing self-reported data. In a 1999 survey of military users,
with no apparent compositional policies, Zviran and Haga
found that most passwords contained four to seven char-
acters. Eighty percent of participants claimed to use only
alphabetic characters, with only 13% using alphanumeric
passwords and less than a percent using symbols [23]. Ten
years later, a survey of university users under a strict pass-
word-composition policy requiring at least eight characters,
including at least one each of lowercase and uppercase let-
ters, numbers, and symbols found an average password length
of more than ten and almost three numbers per password [17].
These studies, along with our results, suggest that passwords
have become more complex over time, whether due to in-
creasingly strict policies, user education, or other factors.

While these empirical studies suggest an increase in pass-
word complexity over time, formally measuring password
complexity, as we propose, requires defining a complexity
metric. One possible metric is the information entropy of
the password: a measure (in bits) of the expected value of
information contained in the password. Shannon introduced
the notion of information entropy, and subsequently devel-
oped a method to estimate entropy in printed English us-
ing n-grams [14]. Massey showed that entropy provides a
lower bound on the expected number of guesses required to
identify information; this result connects the entropy in pass-
words with an attacker’s ability to guess them using a brute-
force attack [9]. Miller showed that given good sampling
but insufficient samples, entropy approximations always un-
derestimate the true entropy; Paninski derived a threshold at
which the sample size is sufficient, based on the number of
observed categories [10, 11]. Paninski’s method informed
our choice of an appropriate sample size for our study.

Similar to previous work [17], we use a variation of Shan-
non’s method for calculating entropy [15] that allows us to
approximate the entropy of a password space from a much
smaller dataset than traditional methods. Florêncio and Her-
ley estimated entropy for a large set of real passwords they
observed, calculating the theoretical maximum for each pass-
word given the set of character types used [5]. This calcula-
tion does not account for the actual distribution of passwords
in use, because they were only able to collect transient in-
formation about passwords rather than store the passwords
themselves. Our method calculates entropy more precisely,
but we used passwords created for the study rather than pass-



words for real accounts; in the Discussion section we address
how this affects our results. Weir et al. suggest that entropy
by itself might not be the best metric for evaluating the se-
curity of a given password [21]. Along with computing en-
tropy, we also briefly explore the resistance of passwords to
guessing by a modern password-cracking algorithm.

METHODOLOGY
We conducted a two-part online study using Amazon’s Me-
chanical Turk service.1 We recruited 5,000 participants, each
assigned randomly to one of five conditions. In the first part,
we asked participants to create a password, complete an on-
line survey, and then enter the password. Two days later we
asked them to return to our website, login using their pass-
word, and complete a second survey.

Study Overview
We advertised our study on Mechanical Turk as a two-part
“brief study” with a “bonus opportunity.” We paid partici-
pants between 25 and 55 cents for the first part, and between
50 and 70 cents for the second part. The consent form in-
formed participants that the study would survey users about
their behavior visiting secure websites.

We gave participants a scenario and asked them to create a
password that complied with a a password-composition pol-
icy. The scenarios and policy varied by condition, and are
discussed below. We asked participants to create a password
and enter it twice. We informed participants who entered
passwords that failed to meet the requirements about which
requirement they failed to meet and asked them to retry. Af-
ter entering an acceptable password, we presented partic-
ipants with a survey requesting demographic information,
Likert questions about the password-creation process, and
questions about the password-creation strategy employed.

We asked participants to enter the password they had just
created. If a participant was unsuccessful in recalling her
password in five attempts, the password was displayed. We
then displayed a code for participants to enter into Mechan-
ical Turk to receive payment. We told them they would be
contacted to complete follow-up surveys, but not when we
would contact them.

Two days after completing the first part, we sent participants
emails asking them to return for the second part via an in-
cluded URL. On return, we asked participants again to re-
call their passwords. The password-entry screen included an
“I forgot my password” link to a page with an “Email pass-
word reset link” button and a note informing them that reset-
ting a password “may take a few minutes.” Participants who
clicked the button were emailed a link to a page display-
ing their password. Participants who failed to recall their
password after five tries were also shown their password on
the screen. Participants were then presented with a second
survey, which included additional questions about password
creation, storage, and usage.
1Products are identified to specify the experimental procedure ade-
quately. This is not intended to imply recommendation or endorse-
ment by the National Institute of Standards and Technology.

Conditions
Our pilot studies informed our selection of five experimental
conditions. These conditions allowed us to explore four sets
of password composition requirements across two scenarios.

Instructions in the survey scenario read: “To link your sur-
vey responses, we will use a password that you create below;
therefore it is important that you remember your password.”

In the email scenario, we told participants, “Imagine that
your main email service provider has been attacked, and
your account became compromised. You need to create a
new password for your email account, since your old pass-
word may be known by the attackers. Because of the attack,
your email service provider is also changing its password
rules. Please follow the instructions below to create a new
password for your email account. We will ask you to use
this password in a few days to log in again so it is impor-
tant that you remember your new password. Please take the
steps you would normally take to remember your email pass-
word and protect this password as you normally would pro-
tect the password for your email account. Please behave as
you would if this were your real password!”

Condition basic8survey. We gave participants the survey
scenario and the password-composition policy, “Password
must have at least 8 characters.” NIST predicts that such
passwords would have 18 bits of entropy [4].

Condition basic8. We gave participants the email scenario
and the password-composition policy, “Password must have
at least 8 characters.” This condition had the same password
composition policy as the basic8survey condition, allowing
us to observe the impact of framing on participant behavior.

Condition basic16. We gave participants the email scenario
and the password-composition policy, “Password must have
at least 16 characters.” This condition required passwords
twice as long as the basic8 condition, allowing us to observe
the impact of increasing password length. NIST predicts that
such passwords would have 30 bits of entropy [4].

Condition dictionary8. We gave participants the email sce-
nario and the password-composition policy, “Password must
have at least 8 characters. It may not contain a dictionary
word.” We performed a dictionary check consisting of re-
moving all non-alphabetic characters from the password and
looking up the remaining letters in a dictionary,2 ignoring
case. This method is known to be used in practice, including
at CMU. According to NIST, adding the dictionary check
raises the entropy of 8-character passwords to 24 bits [4].

Condition comprehensive8. We gave participants the email
scenario and the password-composition policy, “Password
must have at least 8 characters including an uppercase and
lowercase letter, a symbol, and a digit. It may not contain
a dictionary word.” We performed the same type of dictio-
nary check as in the dictionary8 condition. This condition
was designed to reproduce NIST’s comprehensive password

2http://download.openwall.net/pub/ wordlists



composition requirements [4]; NIST estimates that such 8-
character passwords have 30 bits of entropy, similar to 16-
character passwords with no composition requirements.

DEMOGRAPHICS AND ANALYSIS
A total of 6,212 participants began our study over a 48-day
period from August to October 2010. 5,103 participants
completed part one. We rejected four participants because
their completion times were outside two standard deviations
of the mean. We sent an email to participants two days after
they completed part one inviting them to return for part two.
3,056 returned and 2,889 completed part two within three
days of receiving the email. Any participant who returned
more than three days after being emailed received payment,
but we excluded their part two responses from our analysis.

Our entropy calculations require exactly the same number
of passwords per condition to assure comparability across
conditions. Therefore, we selected the first 1,000 partici-
pants in each condition who completed part one, regardless
of whether they returned for part two. The remainder of this
paper discusses the data from these 5,000 participants.

Fifty-one percent of our participants indicated they were male,
47% female, and 2% did not disclose gender. The mean age
for our participants is 29.83 (σ = 9.96). Thirty-three percent
reported studying or working in computer science, informa-
tion technology, or a related field. We found no statistically
significant difference in age, gender, or technical experience
between conditions using a chi-square test.

In analyzing our data, we used Fisher’s Exact Test (FET)
to compare proportions when the sample size was tractable,
and chi-square tests when it was not. Post-hoc comparisons
were corrected for multiple-testing using the Bonferroni-Holm
method when appropriate. Permutation testing was used to
analyze differences between entropy estimates. No stan-
dard test exists for this purpose. The space of permutations,(
2000
1000

)
in most cases, was too large to perform an exact test,

so random sampling of the permutation space was performed
with 5,000 permutations per test.

PASSWORD COMPOSITION AND ENTROPY
In this section we explain our method for estimating entropy,
then present and discuss our estimates for passwords created
under the different conditions. We also interpret these results
in light of using heuristics to guess passwords.

Entropy Calculation
We calculated entropy using a variation of Shannon’s method
[15] from earlier work [17]. More specifically, Shannon’s
formula for estimating entropy allows the entropy for a dis-
tribution of passwords (our final goal) to be calculated by
summing the entropy values derived from each element of
a password. Hence, we calculate individually the entropy
contributed by password length; by number and placement
of each class of character (lowercase, uppercase, numbers,
symbols); and by the content of each character. The sum
of these values is our estimate of the entropy of a password
distribution.

Calculating an entropy estimate in this additive fashion gives
us improved accuracy with smaller sample sizes than would
be possible with traditional trigram methods. Traditional
trigram methods, when applied to passwords, require thou-
sands of samples to calculate an accurate estimate [11]. We
confirmed empirically that the method we adopt results in
useful approximations by applying both methods to multiple
random samples (of 500, 1000, 10,000, 50,000, 100,000, and
500,000 passwords) of the RockYou password dataset [19].
The RockYou dataset was used because it is the only dataset
large enough to support samples of this size. At the sam-
ple size of 1,000 that we use in our study, the numbers we
show are significant underestimates of the true entropy, as
determined by trigram methods. Hence, it is inappropri-
ate to compare them directly to previously published results
(e.g., [4]), and we use them chiefly to compare between con-
ditions. The exception is when we find our underestimates
to be significantly higher than previously reported estimates.

We show both the cumulative entropy and component en-
tropies for each of the conditions in our study in Table 1.

Entropy Results
Our entropy calculations yield a number of interesting ob-
servations. Most notably, the entropy estimates for each
condition are statistically significantly different (p < 0.001,
permutation test, corrected), with the exception of dictio-
nary8 and basic8, which do not differ significantly from each
other (p = 0.36). This is notable partly because NIST es-
timates suggest that basic16 and comprehensive8 should re-
sult in passwords of the same entropy; we find, however, that
basic16 (at 44.67 bits) has significantly more entropy than
comprehensive8 (at 34.30 bits). Similarly, NIST estimates
suggest that adding a dictionary check increases entropy (by
an estimated 6 bits). Our basic8 and dictionary8 conditions
were designed to verify that hypothesis. Surprisingly, we
find adding the dictionary check actually resulted in a non-
statistically-significant decrease in the observed entropy.

Adding numbers to passwords is thought to reduce predict-
ability only slightly, due to the assumption the digits will oc-
cur in easily predictable locations within the passwords [4].
Our findings, however, are consistent with recent work [17],
and show that a significant amount of the entropy of pass-
words is contributed by the portions of the passwords com-
posed of numbers. This is a result of several factors. First,
we find that the entropy per digit is higher than the entropy
per lowercase letter (e.g., 2.82 vs 1.75 in the comprehensive8
condition), indicating that there is less consistency in which
digits users choose than which letters they choose, despite
the fact that there are 26 lowercase letters and only 10 dig-
its. Second, participants used a larger than expected number
of digits in their passwords. In all conditions, including the
four that did not require a digit, participants’ passwords had
a mean of at least 2.20 digits (see Table 1). In particular, ba-
sic16 passwords used on average 3.76 numbers, significantly
greater than in any other condition (corrected pairwise t-test,
p < 0.05). Finally, there was greater than expected vari-
ability in where the users chose to put digits (see Figure 1).



comprehensive8 basic16 dictionary8 basic8 basic8survey

Entropy in how many numbers 2.10 3.15 2.76 2.81 2.74
Entropy in where they are 1.61 1.92 1.80 1.84 1.62
Entropy in what they are 6.22 10.56 7.18 6.84 6.94
Total entropy in numbers 9.94 15.63 11.74 11.49 11.30
Entropy in how many symbols 0.67 0.58 0.56 0.51 0.30
Entropy in where they are 1.55 0.56 0.58 0.56 0.34
Entropy in what they are 3.52 0.37 0.43 0.30 0.13
Total entropy in symbols 5.75 1.51 1.56 1.37 0.78
Entropy in how many uppercase letters 1.30 0.99 0.90 1.02 0.68
Entropy in where they are 1.32 0.75 0.74 0.85 0.53
Entropy in what they are 2.62 0.89 0.64 0.73 0.48
Total entropy in uppercase letters 5.24 2.63 2.29 2.60 1.69
Total entropy in lowercase letters 10.32 22.21 10.85 11.47 11.22
Total entropy in length 3.05 2.69 2.55 2.50 2.21
Total entropy 34.30 44.67 28.99 29.43 27.19

Password composition
Numbers mean (median) 2.20 (2) 3.76 (2) 2.50 (2) 2.38 (2) 2.37 (2)
Symbols mean (median) 1.13 (1) 0.16 (0) 0.16 (0) 0.12 (0) 0.06 (0)
Uppercase letters mean (median) 1.50 (1) 0.54 (0) 0.40 (0) 0.43 (0) 0.28 (0)
Lowercase letters mean (median) 5.90 (6) 13.46 (14) 6.65 (7) 6.74 (7) 6.54 (7)
Length mean (median) 10.76 (10) 17.98 (17) 9.72 (9) 9.66 (9) 9.27 (9)

Entropy per usage per number 2.82 2.81 2.87 2.88 2.93
per symbol 3.11 2.36 2.65 2.59 2.29
per letter 1.75 1.65 1.63 1.70 1.71

Table 1. Upper table shows entropy calculations across conditions, broken down by the entropy contributed by length and character categories.
Lower table characterizes passwords by length and composition, across conditions.
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Figure 1. The distribution of digits and symbols in passwords in the
comprehensive8 condition, relative to the start (left-most pair of bars)
and end (right-most pair of bars) of the password. E.g., the pair of bars
at ‘−3’ shows the number of digits and symbols that occur as the third-
to-last character of passwords. We omit digits and symbols more than
four positions from either end of passwords to avoid duplicates, since
many passwords are exactly eight characters long.

As with numbers, participants used a variety of symbols;
‘@’ and ‘!’ were the most common, but many others were
also used, causing the per-symbol entropy to exceed 2 in all
conditions (see Figure 2 for a frequency distribution graph
of symbols). However, symbols were used much less fre-
quently than numbers. Only a small fraction of participants
made use of symbols when they were not forced to do so by
the password-composition policy (means of 0.06–0.16 sym-
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Figure 2. Frequency of occurrence of symbols in passwords created in
the comprehensive8 condition.

bols per password when not required by policy). Even when
required by policy to use both symbols and numbers, partic-
ipants favored numbers; in the comprehensive8 condition,
which required both a symbol and a number, participants
used a mean of 2.20 numbers but only 1.13 symbols. Hence,
the overall entropy contributed by symbols is lower that that
contributed by numbers, across all conditions.

Interestingly, median lengths consistently exceeded require-
ments (see Table 1), adding to entropy by making it harder
to guess length. Participants in the comprehensive8 condi-
tion exceeded the length requirements by a mean of 2.76
characters, which is statistically significantly greater than the
amount by which participants in other conditions exceeded
the requirements (corrected pairwise t-test, p < 0.001).



comp8 bas16 d8 bas8

Cracked 0/997 9/971 31/963 188/972
Cracked + passed dict. check 0/997 6/971 26/963 99/972
Cracked + not in large dict. 0/997 1/971 3/963 28/972

Table 2. Number of passwords cracked, cracked passwords that passed
our dictionary check, and cracked passwords that would pass a dictio-
nary check even against our largest dictionary; across all study condi-
tions. Several users in each condition used identical passwords, which
is why the number of unique passwords reported here is less than 1,000.

Dictionary Checks and Entropy
Including a dictionary check in the password-composition
policy did not change the observed entropy significantly, but
it still may strengthen passwords. Entropy is a good mea-
sure of the information-theoretic predictability of passwords,
but it is possible even within a password distribution of high
entropy to have a small set of passwords that are “easily”
guessable. To evaluate this possibility, we used the pop-
ular password cracker John the Ripper3 across conditions.
We used the tool’s heuristic mode, which transforms dictio-
nary words into password guesses. We do not consider other
types of guessing attacks, such as informed guessing based
on knowledge of the user, in this discussion. The results
are shown in Table 2. Comparing basic8 and dictionary8, it
is notable that John the Ripper guessed 188 of 972 unique
passwords in basic8, but only 31 of 963 in dictionary8. This
difference is statistically significant (FET, p < 0.0001).

If we had performed a dictionary check on basic8, 89 of
those 188 guessed passwords would have been rejected. Both
these data points illustrate that dictionary checks, even if
they do not increase entropy, help significantly in producing
passwords more resistant to heuristic guessing.

Also notable is that the comprehensive8 and basic16 con-
ditions produced passwords considerably more resilient to
cracking, with 0 and 9 passwords successfully cracked. This
appears to indicate that long passwords (as evidenced by
basic16) are resistant to cracking even without a dictionary
check, and that passwords that contain symbols and numbers
in addition to a dictionary check (comprehensive8) are sig-
nificantly harder to crack that those that contain a dictionary
check (dictionary8). Unsurprisingly, the choice of dictio-
nary used for the dictionary check also has an effect on the
guessability of passwords. In our regular dictionary check,
we used a comprehensive dictionary that contained about 3.9
million entries (words, common phrases, misspelled words,
names and titles, etc.). As shown in Table 2, if we had in-
stead used a larger dictionary with 24.7 million entries (also
obtained from the Openwall Project), an overwhelming ma-
jority of the cracked passwords would have been caught by
a dictionary check at password-creation time.

USERS AND THEIR BEHAVIOR
In this section, we discuss how variations in the password-
composition policies affect users’ behavior when creating
and remembering passwords, as well as their impressions of
3http://www.openwall.com/john

comp8 bas16 d8 bas8 surv

Average attempts to create a password
Total 3.35 1.66 1.88 1.13 1.17
Among those who
failed at least once 3.85 2.37 3.00 2.11 2.04

Password creation failures
% failed confirmation 3.1 3.4 2.4 2.4 2.2
% failed policy 57.6 39.4 3.59 8.5 12.7
% failed both 21.6 4.5 5.1 0.5 0.3

Dropouts per condition
% dropouts 25.0 15.0 18.3 14.7 16.5

Password reuse
% exact reuse 3.3 2.3 19.7 25.6 34.6
% modified reuse 31.3 25.0 19.2 19.1 17.7
% created new 62.5 66.0 53.3 48.2 39.2

Table 3. Overview of password-creation data, across conditions. The
average number of attempts required to successfully create a password,
both among all participants and among only those who failed at least
once. The percentage of participants who failed to create a valid pass-
word at least once; either because their initial and confirmation pass-
words did not match, because their password did not conform to re-
quirements, or both. The percentage of potential participants who
dropped out before completing part one. Finally, the percentage of
participants who reused a password exactly, reused with modifications,
and created an entirely new password.

the process. Overall, we find significant differences among
the policies, with comprehensive8 proving least user-friendly
on several measures, while unsurprisingly basic8 and ba-
sic8survey proved generally easiest for users to cope with.
Less predictably, basic16 proved better than the comparable-
strength comprehensive8 in several respects.

Password Creation, Storage, and Memory
We obtained several interesting results on how users create
passwords, including how often they fail to make a valid
password, how they cope with such failures, and how often
they report reusing passwords from other accounts. Most no-
tably, our data demonstrate that successfully creating a pass-
word is significantly more difficult under stricter password
policies, particularly those involving dictionary checks. Ta-
ble 3 contains detailed data about these findings.

Failed creation attempts
We measured how many participants failed to create an ac-
ceptable password at least once, either because their “enter
password” and “confirm password” entries failed to match
or because the password they selected did not conform to
the policy requirements. The comprehensive8 policy condi-
tion proved by far the most difficult, as only 17.7% of users
in this condition could create a password in one try. By
contrast, 52.7%, 56.6%, 88.6%, and 84.8% of participants
in the basic16, dictionary8, basic8, and basic8survey condi-
tions respectively created an acceptable password in one try.

As shown in Table 3, comprehensive8 participants required



on average 3.35 attempts to create an acceptable password.
This was significantly more attempts than in dictionary8 (mean
1.88), which was significantly more than in basic16 (mean
1.66). Those three, in turn, were significantly more failure-
prone than basic8, with an average of 1.13 attempts per par-
ticipant (all p < 0.001, pairwise-corrected t-tests).

Counting only participants with at least one failure, compre-
hensive8 participants also required the most attempts, av-
eraging 3.85. Participants in the dictionary8 condition re-
quired significantly fewer attempts, at 3.00, than compre-
hensive8, but significantly more than any other condition
(p < 0.001, pairwise corrected t-tests). These results sug-
gest that the dictionary check was especially difficult for par-
ticipants to deal with.

Coping with failure
Perhaps the dictionary checks gave our participants so much
difficulty because they had trouble determining whether a
password would be acceptable without trying it. Because
our technique stripped non-alphabetic characters before test-
ing against the dictionary, a participant who tried a password
like “p1a1s1s1w1o1r1d” would be rejected, perhaps with-
out understanding why. We have several examples of par-
ticipants trying and failing to pass the dictionary check that
seem to bolster this hypothesis. For example, one user made
the following sequence of password attempts, first seemingly
not aware that the dictionary check ignored digits, and on
subsequent failures changing parts of the password (such
as numbers and symbols) that were irrelevant to the dic-
tionary check: “cheese” → “1cheese1” → “12#$asdf” →
“12#$qwER” → “43@!reWQ”.

This process may have been made more difficult because the
error message indicated only that the password was not al-
lowed to contain a dictionary word, rather than explaining
the check mechanism in detail or highlighting the problem
characters. In addition, our dictionary includes non-standard
“words” based on common passwords that users might not
expect to find in a dictionary.

Participants’ strategies to cope with these apparently con-
fusing failures fall into two broad categories: incrementally
modifying the initial password attempt until a successful pass-
word is found, and changing directions entirely. Within the
dictionary8 condition, 31% of participants who failed pass-
word creation used only incremental modifications, while
the other 69% changed strategies entirely, including 16%
who switched to an all-numeric password. Within compre-
hensive8, 38% of those who failed used incremental changes,
with the other 62% changing direction.

Giving up on creating a password
Another indicator of the difficulty participants had creating
passwords is the rate at which they dropped out before com-
pleting part one, possibly because they had given up on mak-
ing an acceptable password. This data indicates that the
comprehensive8 condition caused prospective users consid-
erably more trouble than the other conditions.

Considering only users who began the study no earlier and
no later than participants included in our final data (6,212
in total), we find that 25% in the comprehensive8 condition
dropped out before completing part one, compared to less
than 19% in each of the other conditions. Dropout rates for
comprehensive8 were significantly higher than all other con-
ditions, none of which differed significantly from each other
(p < 0.001, pairwise corrected FET).

To test our theory that this greater dropout rate was moti-
vated by difficulty creating acceptable passwords, we looked
at how far participants progressed before quitting. Among
1,108 prospective participants who dropped out on the first
day, 68% in the comprehensive8 condition dropped out while
trying to create a password, along with 32% in dictionary8
and no more than 26% in any other condition. This is signif-
icantly higher for comprehensive8 than any other condition,
and significantly higher for dictionary8 than either basic8 or
basic8survey (p < 0.002, pairwise corrected FET).

Reusing passwords
We also examined how likely participants were to report
reusing a password from another account, exactly or with
modifications, when making a password for our study. Par-
ticipants in the comprehensive8 and basic16 conditions were
significantly less likely to report reusing a password exactly
than those in the other conditions. By contrast, these par-
ticipants were more likely than other participants to report
reusing existing passwords with modification, though this
difference was not always statistically significant.

Both of these practices can be dangerous; reusing passwords
exactly is known to lead to security breaches [3, 8], and
Zhang et al. found that modifications tend to be predictable,
making the resulting passwords easy to crack [22]. We hy-
pothesize that because comprehensive8 and basic16 are more
stringent than the others, our participants were less likely to
already have suitable passwords; as a result, they frequently
modified an existing password instead. Nonetheless, when
considering all participants who reused a password either
exactly or with modifications, participants in the compre-
hensive8 and basic16 conditions still reported significantly
less reuse than in other conditions.

Storing passwords
Overall, 31% of participants who returned for part two re-
ported writing down the password they used for the study, ei-
ther electronically or on paper. (See Figure 3 for details.) We
found no significant difference in rates of reported storage
on paper between our study passwords and real email pass-
words; however, reported electronic storage of study pass-
words is significantly lower than for real email passwords.

A significantly greater proportion (50%) of comprehensive8
participants stored their passwords than in all other condi-
tions; and basic16 participants were significantly more likely
to store (33%) than basic8 and basic8survey participants (26%
and 17% respectively, p < 0.03, pairwise corrected FET).
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Figure 3. Percentage of users in each condition who stored their study
password, either on paper or electronically. For reference, we also in-
clude the percentage of users storing their actual email password.

Remembering passwords
Overall, 11.1% of participants who returned for part two
used the forgotten password email feature, and only 1.6%
failed to log in after five attempts and were subsequently
shown their password. Participants who did remember their
password without being shown required on average 1.22 at-
tempts to log in successfully. We found no significant differ-
ences in these rates across conditions, using an ANOVA.

Participants who did not think they would be able to re-
member their password tended to store it proactively, elec-
tronically or on paper. Considering only those participants
who did not store their password, 13.0% used the forgotten
password feature and 2.1% failed to login in five attempts,
compared with 7.1% and 0.4% respectively for those who
did store their password. These differences were significant
(p < 0.001, FET). We found no significant differences in
these rates across conditions; however, the fact that users
wrote down comprehensive8 and basic16 passwords more
frequently than others (as discussed above) suggests that par-
ticipants perceive these passwords as harder to remember.

This idea is bolstered by results from a Likert question ask-
ing participants to respond to the statement “Remembering
the password I used for this study was difficult.” Thirty-five
percent of comprehensive8 respondents agreed or strongly
agreed, significantly more than in any other condition (p <
0.001, pairwise corrected FET). The next most difficult con-
dition was basic16, with 23% reporting that their password
was difficult to remember.

Finally, we measured how many attempts participants made
to log in before resorting to the forgotten password e-mail
feature. On average, participants made only 1.2 attempts,
with 39% making zero attempts, suggesting they quickly de-
termined they would not be able to remember. We found no
significant difference in this rate across conditions.

User Sentiment
When we asked users their opinions of the password cre-
ation process, the results differed sharply by condition. Un-
surprisingly, users generally found conditions with stricter
requirements more onerous.

comprehensive8

basic16

dictionary8

basic8

basic8survey

0% 25% 50% 75% 100% 0% 25% 50% 75% 100%

Creating a password for this study was annoying,                                 was difficult 

Strongly agree Agree Neutral Disagree Strongly Disagree

Figure 4. User responses to whether creating a password for this study
was annoying or difficult. Answers were reported on a five-point Likert
scale, from 1 (strongly agree) to 5 (strongly disagree).

Figure 4 shows user responses to the statement that creating
a password for this study was annoying. User annoyance
(agree or strongly agree) was significantly different between
each condition (all p < 0.02, pairwise corrected FET). Re-
sponses to the statement “creating a password for this study
was difficult” are shown in Figure 4. All pairs of conditions
differ significantly in difficulty, except the pair of basic8 and
basic8survey (p < 0.001, pairwise corrected FET).

We also considered user perceptions of password strength
across conditions. Each participant was asked to agree or
disagree with the statement “If my main email account re-
quired me to change my password using the same require-
ments as used in this study, it would make my email account
more secure.” Significantly more participants in the compre-
hensive8 condition (67%) agreed or strongly agreed with this
statement than in the basic16 condition (57%); those partici-
pants in turn perceived added strength significantly more of-
ten than participants in the basic8 and dictionary8 conditions
(43% and 49%), whose perceptions were also significantly
different (all p < 0.02, pairwise corrected FET). Percep-
tions of password strength may affect users’ willingness to
“buy in” to new policies that they find annoying.

Ecological Validity
It is difficult to demonstrate ecological validity in any pass-
word study where participants are aware they are creating a
password for a study, rather than for an account they value
and expect to access repeatedly over time. Ideally, password
studies would be conducted by collecting data on real pass-
words created by real users of a deployed system. However,
due to the sensitivity of password data and the difficulty of
partitioning real users into experimental conditions with dif-
ferent password-composition policies, it is difficult to collect
the data we collected in this study from a deployed system.

We tested two approaches to approximate real-life password-
composition scenarios. First, recall that in the basic8survey
condition, we asked participants to create a password that
they would use to complete follow-up surveys. This con-
dition was designed to give us ecologically valid data on
the password behavior users exhibit when they create pass-
words for low-value accounts they expect to use only on a
short-term basis. However, this does not necessarily reflect
user behavior when dealing with passwords for high-value
accounts or accounts used on a long-term basis. Thus, we
designed the other conditions to encourage participants to
behave in the way they would when creating a password for



one such account (an email account). Two indicators that
participants may have answered honestly are that their self-
reported password reuse was higher in the basic8survey con-
dition than in the four other conditions, and that the com-
puted entropy of passwords in these four conditions was sig-
nificantly higher than the entropy of passwords in the ba-
sic8survey condition. Both findings are consistent with users
picking better passwords to protect a hypothetical email ac-
count than to protect a real survey account. Despite this,
we cannot conclude that our results completely approximate
real-world behavior; because the hypothetical scenario was
the same across the four conditions, however, we are confi-
dent that our comparisons among conditions are valid.

A further issue is that a significantly larger proportion of
comprehensive8 participants than other participants dropped
out before completing part one. While this creates a poten-
tial for selection bias, we have no evidence to believe one
exists. We found no statistically significant difference in
demographics between conditions. Furthermore, since en-
tropy is logarithmic and the difference between the entropy
of comprehensive8 and the other conditions is large, any bias
is unlikely to affect the relative entropy differences we ob-
served between conditions.

DISCUSSION
We have so far presented results that follow immediately
from our data. In this section, we weave together results
regarding entropy, user behavior, and user sentiment. Al-
though many of these are noteworthy on their own, looking
at them together reveals a number of interesting trends. Sec-
ond, building on that discussion, we summarize the findings
that are the main contribution of the paper.

Entropy Tradeoffs
Password-composition policies must strike a balance between
maximizing security and minimizing user frustration. Our
results indicate that, as might be expected, increases in en-
tropy often correlate with decreases in usability. However,
we provide hope for finding a desirable balance; a carefully
chosen policy can “buy” as much or more entropy, at a sim-
ilar or better level of usability, than less optimal policies.

At the low end of the entropy scale, we found that basic8
and dictionary8 do not provide significantly different levels
of entropy, although the dictionary check provides extra pro-
tection against heuristic cracking. In terms of usability, how-
ever, the two conditions have important differences: dictio-
nary8 participants had significantly more difficulty creating
a valid password and found the process both more difficult
and more annoying. The two conditions are similar, how-
ever, with respect to storing and remembering the password,
as well as in terms of perceived security. An administrator
choosing between these policies will make an explicit trade-
off between added protection from heuristic cracking and in-
creased up-front frustration at creation time.

We also considered two stricter policies: comprehensive8
and basic16. From NIST calculations, we expected these
policies to provide similar entropy levels; in reality, how-

ever, basic16 provided significantly more entropy. We did
not observe a notable difference in resistance to heuristic
cracking, but John the Ripper—like other similar tools—
is optimized for short passwords. As a result, we cannot
say confidently how the two conditions compare for crack-
ing protection. In addition to providing more entropy, how-
ever, basic16 also proved as or more usable than compre-
hensive8 on every measure. We found that basic16 is eas-
ier to create, reportedly easier to remember, and less likely
to be stored than comprehensive8; the two conditions were
similarly annoying to participants. As a result, we consider
basic16 clearly superior.

We expected, a priori, that our two strictest policies would
provide strictly stronger passwords with strictly less usabil-
ity than our two less demanding policies. In fact, both ba-
sic16 and comprehensive8 provide significantly more en-
tropy than basic8 and dictionary8. But while comprehen-
sive8 is worse on every usability measure than either basic8
or dictionary8, basic16 is not. The basic16 condition proved
reasonably comparable to dictionary8 in terms of password
creation, storage, and reported memorability, although it did
perform worse in user sentiment. Overall, therefore, using
basic16 rather than dictionary8 provides a strong gain in re-
sistance to brute force attacks at only a small usability cost.

These results reflect the fact that dictionary checks appear to
contribute heavily to reducing usability by making password
creation difficult. To some extent, this may be a result of
our harsh check that uses a cracking dictionary and matches
words of any length, rather than ignoring words of less than
three or four letters, as may be more typical. We believe,
however, that what makes any dictionary check valuable—
preventing the use of common or predictable letter strings
in passwords—also makes it inherently more difficult for
users to think of a valid password. An interface that more
clearly explains to users why their passwords are being re-
jected and provides suggestions for avoiding future rejec-
tions might help to reduce frustration.

Except in basic8survey, we also noted differences between
participants who claimed to have written down their pass-
word, and those who claimed they had not: writing down
passwords produced, on average, an extra 1.9 bits of entropy
(statistically significant across 10 pairs of random samples
of 1,224 participants each, Bonferroni corrected p < 0.015).
This seems to suggest that, when using memorability aids,
users produce stronger passwords; and could make the case
for encouraging the use of password managers.

All these tradeoffs should be considered within the scope of
the conditions we tested; future work testing other minimum
lengths and combinations of required character classes might
find more subtle variations.

Summary of Major Findings
Among conditions we tested, a 16-character minimum with
no additional requirements provides the most entropy while
proving more usable on many measures than the strongest
alternative. Dictionary checks rule out the majority of pass-



words that can be easily cracked using heuristics, but should
use large cracking dictionaries if they are to eliminate almost
all vulnerable passwords. Unfortunately, dictionary checks
also significantly increase user frustration.

Most participants write down or otherwise store their pass-
words. Interestingly, however, we find that storage is corre-
lated with use of higher-entropy passwords.

We identified several common misperceptions in how pass-
word entropy is thought to be affected by users’ password-
composition strategies. 1) Adding numbers to passwords is
thought to add little entropy; we found, by contrast, a lot of
entropy in numbers. 2) Dictionary checks, although other-
wise useful, add much less entropy than expected. 3) Unex-
pectedly, users typically create passwords that exceed mini-
mum requirements, thus increasing password entropy.

We believe our results are immediately actionable for system
administrators considering how to balance security and us-
ability in their password-composition policies. Future work
collecting and analyzing additional empirical data could pro-
vide even more detailed information about these tradeoffs.
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